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Abstract
Conceptual modeling represents a domain independently of implementation

considerations for purposes of understanding the problem at hand and

communicating about it. However, different people may construct different
models given the same domain. Variations among correct models, while

known and familiar in practice, have hardly been investigated in the literature.

Their roots are in the decisions made during the modeling process, where

modelers face the need to map reality into modeling constructs. This paper
reports an empirical study whose aim is to explore model variations and in

particular to examine possible directions for reducing them. Specifically, the

study uses a multimethod research paradigm to examine the effect of applying
ontology-based modeling rules on modeling decisions as reflected in resulting

model variations. The findings of the study provide insights into the variations

phenomenon, as well as to the application of ontology-based modeling rules.
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Introduction
Conceptual modeling is aimed at reflecting the real world independently
of implementation technology and constraints (Topi & Ramesh, 2002). It
has an important role in defining, analyzing, and communicating about
the requirements for the system to be. Nevertheless, it has been observed
that different people may present different models given the same domain
(Hadar & Soffer, 2006). We term the differences in constructs and relations
between adequately constructed models (see Schuette & Rotthowe, 1998)
model variations.

While model variations are well known to exist and are familiar to
anyone who ever experienced conceptual modeling, it seems that their real
essence has been overlooked so far. Model variations are the result of
different decision paths taken by different modelers through the modeling
process. Since conceptual models are used for understanding and
communication, consistency of these models is of importance. In addition,
when attempting to reuse or to match conceptual models, variations
might reduce the chances of identifying adequate matches (Soffer & Hadar,
2003). Investigating model variations as a reflection of modeling decisions
can lead to an understanding of the modeling process and its embedded
decision making, as well as to possible directions for achieving a higher
uniformity of models.
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When looking at adequately constructed although
different models, the variations may either reflect
different perceptions of the modeled domain or incon-
clusiveness in the decision making during the modeling
process. In particular, these decisions relate to the
representation of the real world by modeling constructs.
In this paper, model variations are empirically investi-
gated for two main purposes. We wish to examine
possible directions for reducing model variations, and
to gain further understanding of the modeling process
and its decisions. Our underlying assumption is that
model variations can be reduced if better guidance is
given to support transforming information about the real
world into modeling constructs. Such guidance should be
consistent and theoretically anchored. The remaining
variations are expected to be the ones that truly reflect
different perceptions of the domain. These differences
should be addressed when developing an information
system (IS) for that domain.

Several theoretical frameworks for conceptual model-
ing have been suggested in recent years. The strength of
these frameworks is in their explicit guidelines, which
should increase conclusiveness in the modeling decision
making. Hence, applying them can be expected to reduce
variations among models of different modelers. These
frameworks rely on different kinds of theoretical founda-
tions, such as ontology (e.g., Evermann & Wand (2001,
2004, 2005) and Guizzardi et al. (2002, 2004)), speech–act
theory (Agerfalk & Eriksson, 2004), and classification
theory (Parsons, 1996). In particular, ontology-based
frameworks provide clear modeling rules to be applied
when using a specific modeling grammar for conceptual
modeling. Ontologies, as models of the real world, have
been applied for evaluating the expressive power of
modeling grammars (Wand & Weber, 1993) and as a
basis for analyzing modeling constructs and their repre-
sentation of real-world phenomena (Bodart et al., 2001;
Opdahl et al., 2001). Evermann & Wand (2001, 2004,
2005) and Guizzardi et al. (2002, 2004), each relying on a
different ontology, suggested rules for conceptual model-
ing using UML Class Diagram.

In this research, we empirically investigate how apply-
ing an ontology-based set of modeling rules affects model
variations, and in particular, whether such rules can
contribute to the reduction of model variations. The
study reported here examined model variations incurred
with and without applying modeling rules, while explor-
ing the considerations and cognitive processes taking
place when making modeling decisions.

The remainder of the paper is organized as follows: the
next section presents theoretical background including a
framework that explains model variations, a general
introduction to ontology-based modeling rules, and the
research questions. The following sections describe the
methodology and settings of the empirical study and
present its findings. We then discuss these findings and
present our conclusions as well as future research
directions.

Theoretical background and research framework

Ontology-based modeling rules
Ontology-based modeling rules rely on an ontology,
which is a model of the world. The fundamental premise
is that in order to fully represent the world in a
conceptual model, an ontological meaning should be
assigned to the modeling constructs. The use of con-
structs without distinct ontological meaning may lead
to an ontologically meaningless or ambiguous model, or
to multiple model representations of the world.

Hadar & Soffer (2006) indicate that although different
ontologies yield different modeling rules (e.g., Evermann
& Wand, 2001, 2004, 2005; Guizzardi et al., 2002, 2004),
the availability of such rules to rely upon may assist the
decision making in the modeling process. The ontological
framework used in this paper is the Evermann & Wand
(2001, 2004, 2005) framework. Comparing this frame-
work with the one by Guizzardi et al. (2002, 2004), Hadar
& Soffer (2006) found that it provides a broader and easier
to apply set of rules for the purpose of reducing model
variations. The Evermann & Wand (2001, 2004, 2005)
framework is based on Bunge’s (1977, 1979) ontology as
adapted for IS modeling (Wand & Weber, 1993, 2002) and
follows the notion of ontological expressiveness (Wand &
Weber, 1993). Their work analyzes the constructs of UML
Class Diagrams, State Charts, Collaboration, and Se-
quence diagrams, and provides rules that are intended
to assure a distinct ontological meaning of these
constructs. The rules include representation rules, which
define a mapping from the ontological constructs to the
modeling constructs, and interpretation rules, which
map in the opposite direction. In this paper, we relate
to a subset of the rules addressing some of the constructs
of class diagrams, as will be explained in the following
section.

Note that different works have relied on Bunge’s
ontology in order to provide guidance to constructing
UML models (e.g., Burton-Jones & Meso, 2002; Parsons &
Cole, 2004). Nevertheless, these works address specific
constructs and do not provide an overall set of modeling
rules. The Evermann and Wand rules were further
investigated by Lu and Parsons (2005), who tried
to validate them by developing a CASE tool that
incorporates them. Their findings indicate the existence
of some redundancies and inconsistencies with respect
to the entire rule set. These findings justify our
motivation to apply only a subset of the rule base in
our study.

Previous empirical studies addressing ontology-based
modeling guidance related to the effect of such frame-
works on the understanding of models. For example,
Burton-Jones & Meso (2002), Parsons & Cole (2004), and
Poels et al. (2005) evaluated the understanding of models
produced both in compliance and not in compliance
to ontology-based modeling rules. The effect of this
guidance on model construction has not, to the best of
our knowledge, been empirically investigated so far.
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Research framework
Soffer & Hadar (2003) proposed a framework for under-
standing the sources of model variations, which was
partially based on theoretical foundations by Topi &
Ramesh (2002). Three classes of factors were identified as
influencing the model produced by an individual for a
given purpose. These include human factors, factors
related to the modeling grammar, and factors related to
the modeling process.

This research addresses factors related to the modeling
process, and particularly the decisions of how to map
real-world phenomena into modeling constructs. It is
primarily aimed at exploring how modeling rules affect
the conclusiveness of modeling decision making, as
reflected in the resulting model variations. Hence, our
main research question is: (1) what is the effect of
applying modeling rules to the modeling process on
model variations?

Our assumption is that model variations occur when-
ever a modeling decision may lead to more than one
legitimate choice of a modeling construct. Considering a
classification of variations to variation types, which can
be related to modeling decisions from which they stem,
we propose a set of modeling rules. These are specifically
aimed at reducing the number of choices for each such
decision type to one possible solution. In the study, we
examine whether the application of the modeling rules
indeed affects the modeling decisions and leads to this
desired result.

In order to do so, the modeling rules should (a) be
practical and simple enough to apply and (b) overcome
factors that contribute to model variations (Soffer &
Hadar, 2003). While testing the applicability of the
modeling rules, we consider it beneficial to characterize
the situations and decision types in which the rules are
indeed applicable and reduce variations and the situa-
tions where they do not. To gain more understanding
about decision-affecting factors and their interaction
with the modeling rules, we formulate a second research
question: (2) what are the factors affecting the modeling
decisions as reflected in model variations, and are their
effects reduced when modeling rules are used?

This question is exploratory, relating to the nature of
the decisions made during the process of mapping reality
into modeling constructs. In the study, we address it as a
secondary research question.

Empirical study

Methodology
Our research questions focus on different aspects of the
phenomenon we intend to study. Hence, we selected a
research methodology incorporating several methods. A
combination of research methods, especially from both
qualitative and quantitative paradigms, was proven
within the IS discipline as effective and contributing for
gaining a wide and deep understanding (cf. Kaplan &

Duchon, 1988; Galliers, 1991; Lee, 1991; Landry &
Banville, 1992; Mingers, 2001).

In this research, we wish to examine and draw
generalizable conclusions about whether applying mod-
eling rules reduces the extensiveness of model variations,
characterize the effects of using modeling rules on the
modeling process and the resulting model variations, and
identify factors affecting modeling decisions made with
and without applying the rules. Throughout our results
presentation and analysis, the data regarding the first
research question will be examined and discussed
through the lens of both qualitative and quantitative
methodologies. The second research question, being fully
exploratory, will be discussed only from the qualitative
perspective.

Setting
In order to study the influence of modeling rules on
model variations, we must first identify both dependent
and independent variables, and plan their manipulation
and control. Types of variables affecting model variations
include human factors, the modeling grammar used, the
purpose of modeling, and the modeling process. Our
intention is to manipulate the modeling process via the
use of modeling rules; hence, the other three categories of
variables should be controlled.

The human factors include several issues such as the
modelers’ experience and knowledge in systems analysis
and development, their prior knowledge regarding the
modeled domain, etc. In order to control these variables,
we conducted our study with the participation of
students, all with similar educational background, and
very limited former experience in industry. As well, we
designed the two tasks concerning two different
domains: one was a domain very well known to all
students (university) while the other referred to a domain
we believed, and later verified this in class, to be quite
remote to our students (physical transportation of
goods).

The modeling grammar used throughout this study was
UML. Therefore, no model variations whose source is the
use of different modeling grammars were to be observed.
The purpose of modeling, as explained to the students,
was to understand the problem as a basis for IS
requirements analysis.

The manipulated variable was the modeling process,
influenced by the use of modeling rules. The specific rules
were chosen according to the expected model variation
types. In a previous exploratory study conducted in
industry (Hadar & Soffer, 2006), we had identified and
classified variation types in UML Class Diagram con-
ceptual models, as summarized in Table 1.

Based on this classification, we selected a subset of
modeling rules (Table 2) from the rule base suggested by
Evermann & Wand (2001, 2004, 2005). Two main
considerations led us in this selection. First, to include
the rules relevant to the variation types previously
identified (Table 1). Second, to construct a rule set
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minimal in size, simple, and easy to use. Our concern was
to prevent creating new variations resulting from misuse
of complex rules due to misunderstanding and lack of
experience in applying them. Note that the phrasing of
the rules is somewhat modified with respect to the
original rules for the purpose of simplicity and ease of use
by the students.

The population of the empirical study was senior
undergraduate Management Information Systems (MIS)
students, who took the course ‘Requirements Analysis
Seminar’. The empirical study took place after the
students had learnt about conceptual modeling, its
essence and importance, and had experienced the
construction of such models both in class and as a
homework assignment. As a result, the students’ experi-
ence in conceptual modeling was sufficient so that
significant learning was not expected to occur between
the two modeling tasks performed in the experiment.

The participants in the experiment were first randomly
divided into two groups. The experiment included three
phases:

1. Each group received one of the two tasks presented
below. The students created a conceptual model based

on the textual description they received. Although the
tasks were performed in class, no time limitation was
placed.

2. The students were taught the modeling rules (Table 2).

The teaching process included presentation of the

rules, several examples and class discussion.
3. Each group received the task they had not handled in

phase 1. The students were asked to produce a

conceptual model based on the description they

received while applying the modeling rules.

In addition, we had a control group, which was
handled similarly, but without phase 2 of the experiment.
The experiment group consisted of 37 students, ran-
domly divided to two subgroups of 18 and 19 students.
The control group consisted of 36 students, randomly
divided to two subgroups of 18 students each.

The data collection included the following: (1) the
conceptual models created by the participants; (2)
modeling dilemma documentation – the students were
asked to write down any dilemma they faced while
constructing the models; (3) observations of class discus-
sions; and (4) individual interviews with some of the

Table 1 Initial classification of variation types

Variation type Description

Class vs association Inconsistency in distinguishing between a regular class and an association (or association class).

Aggregation vs composition Inconsistency in distinguishing aggregation from composition.

Abstract classes Generalizing classes that have no instance of their own. May or may not be modeled.

Association vs aggregation Inconsistency in distinguishing association from aggregation.

Association with classes that have

part–whole relationship

Inconsistency in associating a third party class either to the whole or to the part class.

Table 2 Ontology-based modeling rules used in the study

No. Rule Variation types addressed

1 Abstract classes, which are classes that do not possess their own

instances, are not to be used in conceptual modeling.

Abstract classes

2 Composition relations are not to be used in conceptual modeling.

Part–whole relationship should always be expressed by an aggre-

gation relation.

Aggregation vs composition

3 An aggregation relation exists when the whole possesses at least one

property which is not possessed by its parts, and is a result of their

aggregation.

Association vs aggregation

4 In aggregation relation, every property that can be associated either

to the whole or to the part, shall be associated to the parts.

Association with classes that have part–whole relationship

5 Every association should be represented by an association class. Class vs associationa

6 Association class instances cannot be substantial things. Class vs association

7 If a class A is associated to a composite, whose whole is B and part is

C, then if there is at least one property that is mutual to A and the

whole (B), and not related to the part (C), then A is associated to B.

Otherwise A is associated to C.

Association with classes that have whole–part relationship

a
Rules number 5 and 6 together are aimed at guiding the modeler in representing classes and associations. First, rule number 5 determines that every

association needs to be modeled as an association class, and then rule number 6 provides a clear criterion for distinguishing a ‘real’ class from an
association class.
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participants, for an in-depth understanding of their
thinking process.

The analysis of the written models was aimed at finding
how using the modeling rules affected the models
created, and in particular, the model variations.
The quantitative analysis aimed at determining whether
there was indeed such an effect and if so, how extensive
this effect proved to be. It related to the following
hypotheses:

H0: The difference in the choice of modeling constructs

between the second and first tasks will be the same in

the experiment and control groups.

H1: The difference in the choice of modeling constructs

between the second and first tasks will be different in

the experiment group (making choices more consistent

with the modeling rules in the second task) as compared

to the control group.

These hypotheses rely on the assumption that in order
to reduce variations the rules are required to change the
way modeling decisions are made. We tested the
hypotheses separately with respect to each variation type
listed in Table 1, using Mann–Whitney U-test. This test
was chosen because normality assumption was not
reasonable due to the relatively small number of possible
modeling constructs in each model.

The qualitative content analysis of the models, docu-
mented dilemmas, class discussions, and interviews was
intended to gain an in-depth understanding of how the
effect of the rules was achieved. The content analysis was
conducted according to the principles of Strauss &
Corbin (1990). The data (i.e., models and text) were
coded and classified according to variation types and
emerging decision-affecting factors.

The models that were identified as clearly inadequate
and could not be justified in the interview as representing
a coherent line of thinking were not included in the final
data analysis. The screening of inadequate models was

initially conducted separately by each of the two
researchers. This was followed by a discussion leading
to an agreement as to the potentially inadequate
constructs. A follow-up interview was conducted with
each of the relevant students, to determine whether the
rationalization supplied by the student was valid. The
main criterion was whether consensus could be achieved
(Schuette & Rotthowe, 1998) regarding the model being a
representation of the domain. After eliminating the
models for which no consensus was established,
68 models were included in the data obtained from the
experiment group and 66 from the control group.

A summary of all data collection and analysis methods
and tools, as well as the purpose and expected outcomes
of each of them, is presented in Table 3.

The tasks
Each task included a textual description of a domain. The
two domains were quite different for three reasons. First,
we wished to avoid a situation where in the second
modeling phase the students would be biased by their
previous solution rather than apply the rules as part of
the modeling process. Second, we did not want our
findings to reflect domain-specific phenomena. Third, we
wished to control the prior domain knowledge variable,
by presenting to the students two domains that differ in
the prior knowledge the students possess about them.
The two tasks are presented in Table 4.

Findings
Being an exploratory study, its findings extend beyond
the initially defined research questions. While the
research framework was designed according to the five
previously identified variation types (Table 1); in this
study, two additional variation types arose from the field.
In this section, we first present these two newly identified
variation types. Then we present the findings related to
the two predefined research questions. We describe the
effect of the rules as observed in the empirical study,
analyzing it for each type of variation, and present

Table 3 Data collection and analysis summary

Data Collection tool Analysis method Purpose Expected outcome

Models Written models formulated

by students in the class

exercises.

Codification, classification,

and application of Mann

Whitney U–test.

Test of the effect of the rules. To what extent and in

which variations are the

rules effective.

Class discussions Documented observations. Text analysis. Identify underlying assumptions

and rationale of modeling

decision.

Rationale of modeling

decisions.

Written dilemmas Written dilemmas docu-

mented by students in the

class exercises.

Text analysis. Identify difficulties in decision

making.

Factors affecting model

variations.

Interviews Unstructured interviews Text analysis. Clarify specific model constructs

suggested by students

Final elimination of

incorrect models from the

data; rationale of modeling

decisions.
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findings that indicate additional factors affecting the
modeling decisions.

New variation types identified
The variation types that were observed in the study
mostly overlap the initial classification we used as a basis
for the rule selection. However, that initial classification
was based on data collected in industry (Hadar & Soffer,
2006). In the current study, whose subjects were students,
when codifying the model constructs according to the
predefined scheme, we identified several constructs that
did not fit this scheme. We extracted and isolated these
constructs and applied content analysis, in accord with
the one performed in Hadar & Soffer (2006), thus
identifying two additional variation types. These relate
to using the construct of an association class, and to
ternary versus binary relations.

A large group of variations regarded the arity of
associations. The study participants varied greatly in
deciding which entities participate in each association,
and in particular, whether they are binary or ternary
relations, as shown in the example of Figure 1.

Another variation type found was related to whether to
use association classes or simple associations in relations.
Table 5 summarizes the findings regarding the use of
associations and association classes in binary and ternary
relations. The numbers in the table indicate the total
count of each construct in the models obtained without
the application of rules. We found no evidence for a
structured or consistent decision-making process about
whether or not to use association classes in binary
associations, whereas a clear tendency to use association
classes was found in ternary relations.

Although the association class variation type was not
found in our previous research, the subset of the
modeling rules applied in this study included a rule
dealing with this issue, but no rule dealing with the arity
of relations.

The effects of applying a set of modeling rules on
model variations
Our expectation, when defining the set of rules, was that
they would lead to a more consistent modeling decision
process and reduce the variations. In reality, this was
partially achieved. The effect was measured as follows.
Consider a variation type that relates to the selection of
one of two possible constructs at a certain situation
(constructs A and B). For each participant in the study, we
measured the ratio of selecting construct A from the total
of A and B (as percentage). Assuming the rules affect the
modeling decisions, this ratio should be different in the
second task of the treatment group, whereas no such
difference should appear in the control group. We
statistically tested for significance, the difference in the
ratio achieved in Task 1 and Task 2 in the treatment group
as compared to the control group. The statistical test used
for this purpose was Mann–Whitney U-test. Note that the

Table 4 The tasks

Task A

A university wishes to automate its course registration procedure. The procedure is now handled as follows: for each course, several course

offerings are available to the students. Each course offering entails different lecture and lab hours, and at times, different professors as lecturers.

A maximum number of 40 students can be registered to each course offering. Students decide which courses and course offerings they wish to

register to, fill in a registration form, and submit it to the department’s secretary, who manually adds the students to the relevant course

offerings. If the course offering chosen by a student is full (40 students are already registered), the secretary adds the student to a different,

available one. The planned system will enable the students to register without the secretary’s involvement.

Task B

A transportation firm has a main warehouse and several local area centers. The firm owns a fleet of trucks, so that each local center has a specific

group of trucks. At the beginning of each day, items from the main warehouse are loaded on the trucks. The loaded trucks are driven to

the local centers and, after being unloaded, return empty to the main warehouse. A dispatcher allocates the requested items to the trucks

according to their delivery address, considering their volume (expressed in standard volume units) and according to the capacity of the trucks,

which is limited to 150 volume units each. The dispatcher assigns the drivers who work on that day to the trucks that are planned for shipment.

The planned system will manage the allocation of the drivers and the items to the trucks.

Secretary Course
Offering

Student

2-a Binary relations 2-b Ternary relation 

Secretary Course
Offering

Student

Figure 1 Binary vs ternary relations – an example.

Table 5 Association vs association class in binary and
ternary relations

Construct Binary 1:1

relation

Binary 1:M

relation

Binary M:N

relation

Ternary

relation

Association 34 90 26 4

Association class 7 18 7 23
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expected effect in all the cases was that the ratio would
increase in the treatment group when the rules are
applied (Task 2), hence the mean difference should be
positive.

The findings indicate that applying the modeling rules
had a significant effect on the decisions made regarding
two of the variation types. The types where no significant
effect was made can be divided to (a) cases where only a
small minority of the modelers varied in their decision
from the others before the intervention, thus the sample
was too small to test for significance and (b) cases where
indeed no effect of the rules was observed. In what
follows we discuss the findings relating to each variation
type, and explain them in light of the qualitative data
analysis.

Association vs association class
As shown in Table 6, the experiment group encountered a
clear effect of the rules on the decision made, as
compared to the control group (P¼0.0003).

Two reasons may have caused this dramatic effect. First,
the relevant rule (rule no. 5, Table 2) was conclusive and
easy to apply. Second, using an association class for every
association does not change the semantics of the relation.
It is merely conceived as a syntactical change, namely,
the association class has become a part of the symbol for
an association. The effect is clearly observed in the
qualitatively addressed information sources. For example,
one of the modeling dilemmas recorded in the first task
was: ‘I don’t have any association class in the model. Is
this ok?’. This issue was addressed in the experiment

group in eight of the written dilemmas in the first task
and in one in the second task. In the control group, this
dilemma was recorded four times in the first task and five
times in the second. In a class discussion about when to
use association classes, some of the students argued that
association classes should be used for ternary relations
only, while others claimed they can be used for binary
relations too, depending on the nature of the relation.
However, the latter could not name any clear indication
about when these should be used. When the relevant rule
was introduced in class, the students were puzzled at first
by the massive use of association classes; however, they
expressed relief about the simplicity of the decision they
are required to make.

Association vs aggregation
The rule under consideration (rule no.3, Table 2) was
expected to assist in the decision of whether a relation is
an association or an aggregation. An example of this
variation type is presented in Figure 2.

As shown in Table 6, the effect on decision making in
the experiment group was significant as compared to the
control group (P¼ 0.0129). However, variations were not
completely eliminated. The relevant rule guides the
modeler to look for an emergent property, which is a
property that a composite (whole) has, and is not
possessed by any of its components. If such a property
is identified then the relation between the entities should
be aggregation (and association otherwise). The partial
success in applying this rule shows that the modelers
encountered difficulty in identifying an emergent

Table 6 Summary of rule application outcome

Variation type Ratio measured Comments Observed effect (Task 2-Task 1) P-value

Treatment Control

Means SD Means SD

Association vs

association class.

Association class/(association

class+association).

Regarding binary relations. 56.62 47.92 �1.98 49.24 0.0003

Aggregation vs

association.

Aggregation/(aggregation+

association),

Regarding only relations

that according to the rules

should be aggregation.

14.95 55.45 �9.56 42.51 0.0129

Class vs association

class.

Class/(class+association

class),

Regarding only association

classes confused with

classes.

3.84 8.02 0.28 9.44 0.0934

Aggregation vs

composition.

(Aggregation +association)/

(aggregation+association+

composition).

Regarding all relations that

according to the rules

should be aggregation; in

some cases were modeled

as association.

13.89 40.73 8.57 29.97 0.2578

Abstract classes. Non-abstract class/all classes. Not including association

classes.

0.01 0.05 0.01 0.04 0.488

Association with

part–whole.

Association with part/

(association with part+

association with whole).

Regarding cases where

according to the rules the

association should be with

the part.

�9.54 45.48 �22.22 34.73 0.2207
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property (e.g., the used capacity of a truck in the item–
truck relation) and consequently, in making the decision.
In an interview with one of the modelers, she described
the way the rules helped her identify the relation
between a course offering and a course as an aggregation.
However, the same modeler explained her decision not to
use an aggregation relation between a student and a course
offering based on the fact that she could not identify an
emergent property of a course offering as an aggregate of
students. This shows that the modeler’s line of thinking
was consistent with the rules, but the resulting model was
not, due to her difficulty to identify an emergent
property (e.g., a course offering being fully booked).

Class vs association class
Several entities were modeled by some students as
association classes while others modeled them as regular
classes, as exemplified in Figure 3.

This type of variation was not very common. The
initial number of association classes used for entities that
could be represented as classes was small in both groups
(seven in the experiment group and five in the control
group in Task 1). In the experiment group no such case
was observed when the rules were applied, while the
control group remained with four such cases. Due to the
initial small number of instances of this phenomenon,
although the number was reduced to zero in the second
task, the effect of the rules was not statistically significant
(P¼ 0.0934). The evidence from the other sources suggest
that the distinction between substantial and insubstan-
tial instances (rule no. 6, Table 2) was clear and helped
the modelers distinguish between ‘normal’ and associa-
tion classes. For example, after presenting the modeling
rules in class, an example of an employee and an
organization was discussed. There was a dispute whether

the employee’s salary is a class or an association class.
Some of the students argued that a salary is merely a
property of the association between the employee and
the organization. However, relating to the rule that
association classes cannot have substantial instances, all
the students were convinced that a salary should be a
class, since it is indeed substantial.

Composition vs aggregation
This inconsistency was observed in relations between a
whole and a part, which some students modeled as
composition while others used aggregation relation, as
illustrated in Figure 4.

Even though in both groups the number of composi-
tion constructs used was small to begin with (five in the
experiment group and four in the control group), it was
not used at all when the rules were applied. Here too, the
small number of observations did not enable identifying
a statistically significant difference between the experi-
ment and the control group. However, analyzing the
effect achieved in the experiment group separately using
Wilcoxon Signed Rank test for paired samples indicated a
significant effect of the rules (P¼0.0495), and no
significant effect in the control group. The rule applied
for this decision (rule no. 2, Table 2) implies a change in
the semantics of the construct. However, it is conceived
as a minor one. When this specific rule was introduced in
class, a minority of the students claimed that structural
information is lost due to this rule, while the majority
of the students expressed relief that they do not have
to make a decision about this issue. Many students
described the distinction between composition and
aggregation as being particularly difficult to make.

Abstract classes
This variation type appeared when some students used
abstract class to express the existence of common
properties of two or more entities (Figure 5).

The use of abstract classes was not common in the
models initially produced (it was applied by four
modelers in the experiment group, and by one modeler
in the control group in Task 1). Nevertheless, our
expectation had been that these would not appear at all
when the rules were applied, since the relevant rule (rule
no. 1, Table 2) is very clear and conclusive, and does not
require any decision making by the modeler. Surprisingly,

Item

6-a Association 6-b Aggregation

Truck 

Item

Truck 

Figure 2 Association vs aggregation relations – an example.
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Figure 4 Composition vs aggregation relations – an example.
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Figure 3 Class vs association Class – an example.
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no significant change was observed in the use of abstract
classes in the experiment group relative to the control
group (P¼0.488). We relate this result to a more general
phenomenon observed: the use of design considerations
while dealing with conceptual modeling. When the
abstract class rule was discussed in class prior to the
second task (in the experiment group), several students
claimed that neglecting the use of abstract classes may
lead to low-quality design. Although it has been empha-
sized that conceptual modeling should not reflect design
considerations, similar claims had already been repeat-
edly raised in conceptual modeling sessions. This may
imply that students have difficulty in letting go of design-
oriented thinking. Consequently, despite the conclusive-
ness of the rule, students who felt the need to include
abstract classes in their model (as evident in the first task)
kept their view that abstract classes contribute to the
quality of the model and hence used them again in the
second task.

Associations with part–whole
This decision, illustrated in Figure 6, is whether an
association is with the whole or the parts of a composite.

In order to apply the relevant rules (numbers 4 and 7,
Table 2), not only did the modelers have to identify an
emergent property (thus an aggregation), they also had to
relate it to a mutual property arising from an association.
The difficulty regarding this decision was described, for
example, by a modeler in an interview: ‘I hesitated
whether to relate lecturer to course or to course offering. The
last rule [no. 7, Table 2] guided me to relate lecturer to
course, which is the whole [whose part is course offering]’.
Note that the modeler was not able to indicate a mutual
property (e.g., lecture hours) related to the fact that a
lecturer is assigned to a course offering rather than to a course.

Decision-affecting factors
The results of the qualitative analysis indicate two main
groups of factors that affect modeling decisions: factors
inherent in the human modeler and factors embedded in
the modeled domain.

The factors inherent in the human modeler mainly
concern the modeler’s experience and knowledge. Prior
experience may lead to conditioning and learned behavior.
In particular, as elaborated in the analysis above, some of
the model variations were due to implicitly applying

design considerations. A clear example is the use of
abstract classes, as discussed above. Another example was
observed in a class discussion, where some students
suggested to model a salary as a class with a method for
computing itself. Such argument is clearly a design
consideration, since in reality a salary cannot compute
itself.

The inherent knowledge that was found to influence
model variations is prior domain knowledge. We found that
when dealing with a familiar domain, modelers tend to
rely on assumptions based on their prior knowledge in
addition to the problem description. Since such assump-
tions are taken individually, they result in an increase of
certain model variations. Our findings indicate that
existing knowledge affects modeling decisions. The
students dealt with two different domains, one very
familiar to all of them (university), the other (transporta-
tion) was remotely known to them. While in the latter
case the students leaned only on the textual description
given to them, in the university task they made many
additional assumptions, derived from their personal
experience, which were reflected in their models. For
example, in one case the course offering class was modeled
as an association between a course and a lecturer. When
asked, the modeler explained that each course offering was
taught by a different lecturer, hence can represent this
association. To the question ‘what if the same lecturer
teaches two course offerings?’, he replied: ‘I never saw such
a case here [at our university]’. Another example is a
documented modeling dilemma: ‘I was hesitating
whether to include in the university model classes such
as faculty and exercise groups’. These were known to the
student, although they were not mentioned in the task
description.

Note that variations of this kind reflect differences in
the perception and interpretation of the domain by
individuals, as opposed to variations that reflect differ-
ences in mapping a uniformly perceived domain to
modeling constructs. While the latter can be reduced by
the application of modeling rules, the former are not
affected by rules (Evermann, 2005).

The domain knowledge and perception, although
related to the domain, is a property possessed by the
modeler. In contrast, there are specific characteristics

Person

DispatcherDriver 

Figure 5 Using abstract class – an example.
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embedded in the domain independently of the modeler,
which affect the variations observed. In particular, the
specific properties of the domain discussed below seem to
contribute to this effect. Note that it is very hard to
isolate the effect of each such property. In our analysis we
rely on qualitative evidence, which indicate the existence
of such effects, without attempting to quantify them.

Tangibility: In general, the more-tangible domain
(transportation) incurred fewer variations than the less-
tangible one (university). Two main differences in
specific variation types were observed between the two
tasks. First, confusion between a class and an association
occurred mainly in the university task, which is less
tangible than the transportation task. From the cases
where classes were modeled as association classes, 15
were in the university task and only one in the
transportation task. This confusion was fully resolved
by applying the rules. Second, difficulty in distinguishing
between aggregation and association relations was found
in both domains. However, while no quantitative
evidence shows a difference between the domains in
the magnitude of this confusion, the qualitative data
indicates that this decision took a more complicated
process and was characterized by more dilemmas in the
less-tangible domain. For example, 58% of the written
dilemmas in the university task related to how to
associate student or lecturer to course and course offering,
which are intangible things, while no similar dilemmas
were reported in the transportation task. This was also
supported in the interviews. One of the students, when
asked to explain his considerations while deciding on the
types of relations between entities explained: ‘Actually, it
depends. When physical things are concerned it’s easy. I
can ‘‘see’’ it. For example – a room is a part of a building.
However, when abstract concepts are involved, I some-
times find it [the aggregation relations] hard to ‘‘see’’’.

Properties of part–whole relations: Our findings indicate
that the identification of part–whole relations (modeled
as both aggregation and composition) varied greatly with
respect to different specific relations. The theoretical
literature identifies a number of properties that charac-
terize part–whole relations. In fact, according to Saksena
et al. (1998) and Barbier et al. (2003), part–whole is a
general name for a family of relations whose semantics is
not identical, and is differentiated by the values of these
properties. Examples of such properties are life-time
binding between the whole and the part, shareability of
parts, seperability of parts from the whole, existential
dependency of the part on the whole, and behavior
control of the whole over the parts.

Considering the part–whole relations in our tasks, we
find linkage between the properties discussed in the
theoretical literature and the identification level of the
relations as part–whole. The part–whole relation that was
most easily identified by the students was Course–Course
Offering, while the one that was most difficult to identify
was Course Offering–Student. Comparing these two
examples, we find that the values of some of the above-

mentioned properties are opposite in these two cases.
Two properties that are sometimes considered as linked
(Barbier et al., 2003) are seperability of the part from the
whole and existential dependency of the part on the
whole. In the relation of Course–Course Offering (most
identified one), there is no seperability and there is an
existential dependency of the part on the whole. These
values are different from the values in all the other part–
whole relations in our tasks. On the other hand, the
shareability property, which relates to the possibility of a
part being shared by more than one whole, exists
positively only in the Course Offering–Student relation
(the least identified one). The life-time binding property,
referring to the relationship between the lifetimes of the
part and the whole, had a variety of values in the
different relations of the tasks. In the case of the Course–
Course Offering relation, the lifetime of the part is
contained within the lifetime of the whole, whereas in
the case of the Course Offering–Student relation the
lifetime of the whole is contained within the lifetime of
the part. In both cases, the time of the relation between
the part and the whole equals to the life of the shorter-
lived entity. Addressing relations that had other values of
the life-time binding property, easier identification of the
relation was observed when the birth of the part took
place after the birth of the whole. Of course, the case
where the lifetime of the parts is contained in the lifetime
of the whole is a special case of this and seems to be most
easily identified one.

Looking at these four properties, it seems that the
greater the dependency of the part on the whole, the
easier it is to identify the relation. The applied rules do
not address the properties discussed here. In general, as
presented above, the rules significantly improved the
identification of part–whole relations. This improvement
was similar in all the relevant relations, regardless of the
values of their properties.

Our findings regarding the decision-affecting factors
and their relationship with model variations are sum-
marized in Figure 7. We found that the identified

Variations

Mapping-
related variations

Perception-
related variations

Modeler's properties

Domain properties
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learned behavior

Domain knowledge

Part-whole
properties

Tangibility

Figure 7 Decision-affecting factors.
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modeler’s properties may affect variations that relate
either to mapping decisions (conditioning and learned
behavior) or to the perception of the domain (domain
knowledge). Each of the identified domain properties,
namely tangibility and part–whole properties, may affect
variations of both kinds. For example, an intangible
domain is more likely to be perceived differently by
different modelers than a tangible one. In addition,
mapping decisions might be less conclusive with respect
to an intangible domain as compared to a tangible one.
As mentioned above, modeling rules may reduce map-
ping-related variations, but not perception-related ones.

Discussion
The findings of the study provide insights into the nature
of model variations in light of the use of ontology-based
rules and beyond it. In addition to the modeling process
that was manipulated in this study (via the rules), two
main groups of factors that affect the modeling decision
making, as reflected in the variations, were identified.
Note, that these findings relate to the empirical study
reported here, whose design was aimed at addressing the
modeling process alone, hence other sources of variations
(e.g., modeling grammar) were controlled and are not
reflected here.

The overall effect of the rules was not as significant as
we had expected. It seems that our intervention in the
modeling process was not always sufficient for over-
coming the variety of factors that lead to variations. Some
of the rules, which were easier to apply, indeed had the
expected effect. Others that either required a more
complicated decision process (e.g., identifying emergent
properties) or a certain transformation in the modeling
approach (e.g., avoiding the use of abstract classes) had
only a minor effect, if any. One of our conclusions from
these findings is that providing the modelers with a set of
technical rules is not enough for achieving the desired
change in the modeling process. This requires that the
modelers will adopt an ontological way of thinking,
which perceives and interprets the world in ontological
concepts.

The rules applied in the study form a subset of the
ontology-based rules proposed by Evermann & Wand
(2001, 2004). This subset was defined based on previously
identified variation types, and in order to simplify the
application of the rules. Nevertheless, the study results
show difficulties experienced even in the application of
this subset of rules. Although a larger set of rules may
seem more difficult to apply, one may argue that relying
on a partial set of rules essentially makes their applica-
tion, a technique rather than a sound approach and
renders an ontological interpretation of the world
impossible. The rule base of Evermann and Wand also
includes rules that relate to the combination of class
diagrams and other views, such as state–machine diagram
(Evermann & Wand, 2005). Here we used only rules that
address class diagrams alone, and it is possible that

looking at a broader context might affect the decision
making.

Additional limitations of the study include the research
population, which is last-year undergraduate students,
whose knowledge and experience in conceptual model-
ing is limited. On the other hand, although limited, this
knowledge and experience is relatively uniform among
the subjects, which is a strength that motivated this
population choice when designing the research setting.

Another limitation is the construction of models in ‘lab
conditions’, based on a textual description of the
domain, as opposed to real-life situations, where domain
knowledge is extracted through interaction with users
and domain experts. Relying on a textual description
only necessarily increases the role of individual inter-
pretation. This potential problem was taken into account
when formulating the tasks and much effort was made to
phrase them in a detailed and unambiguous manner.

Finally, we do not consider our findings regarding decision-
affecting factors and their effect on variations to be a
complete list of such factors. Rather, the findings indicate
the existence of the reported factors. Further research is
needed to establish a complete model of the decision-
affecting factors that contribute to model variations.

Conclusion
Model variations are a common and well-known phe-
nomenon, which has not been extensively investigated
so far. The importance of analyzing and understanding
these variations is in the insights gained into the
modeling process and the decisions involved. Different
modeling decisions may result in variations; hence, these
reflect vagueness in the modeling process. Many research
efforts have been devoted to theoretical analysis of
modeling constructs in order to obtain better-defined
semantics and reduce the vagueness in their definitions.
However, the success of these theories in guiding the
modeling process has not been empirically tested. This
paper, to the best of our knowledge, is a first attempt to
rely on model variations for empirically investigating the
usefulness of theory-based modeling guidance, while
achieving an in-depth understanding of the decision
making involved in the process and the factors that affect
it. Reducing model variations is important for purposes
such as communication and model matching that serves
for analysis or reuse. It can only be achieved by
understanding the sources of variations, such as vague-
ness in the modeling process.

The paper reports an empirical study, whose aim was to
examine the effect of ontology-based rules on variations
in UML Class Diagram conceptual models, and to explore
factors that affect the relevant decision making. The
findings indicate that the modeling process is compli-
cated and includes many decisions that are affected by a
variety of factors, hence should be guided both techni-
cally and conceptually. While a technical approach, such
as applying structured rules, provides some assistance, we
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believe that further improvement may be achieved by
attaching semantics to the modeling process.

The findings also provide a detailed distinction of
which decisions are more difficult to make even with the
guidance of the rules, and identify factors that contribute
to these difficulties. As a result, it is possible to indicate
where a better methodological support is required.

Future research may take several directions. One
direction is toward achieving a better understanding of
the model variations phenomenon, addressing specific
relevant factors that were identified here, such as the
tangibility of the domain. Understanding the effect of
such aspects may lead to a better-targeted guidance

throughout the modeling process. Another direction
deals with the application of ontology-based rules and
with how these can be conveyed to modelers. We intend
to further experiment applying different sets of rules. The
rules will be applied after an educational period where
the modelers will be able to adopt an ontological way of
thinking. This way the rules will be perceived as
semantically meaningful rather than as a modeling
technique. As well, empirical investigation of variations
may address other theoretical frameworks besides the one
investigated here. It can serve for comparison and
evaluation of such frameworks in terms of their useful-
ness in guiding the modeling process.
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