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Abstract. Declarative process models support process fléxipilvhich
importance has been widely recognized, particulfatyorganizations that face
frequent changes and variable stimuli from theuiremment. However, current
declarative approaches emphasize activities, thasekpressiveness of their
constraints is limited. This expressiveness is capable of addressing the
process context (namely, environment effects) &doal. The paper proposes
a declarative model which addresses activitieselsas states, external events,
and goals. As such, it explicitly addresses thaedrof a process. The model is
based on the Generic Process Model (GPM), extehge notion of activity,
which includes a state change aspect and an iotetiaspect. The
achievement of the intention of an activity may @®gp on events in the
environment and is hence not certain. The papaigee a formalization of the
model and some conditions for verification. Theseiblustrated by an example
from the medical domain.

1 Introduction

The importance of flexibility in process aware infation systems has been widely
acknowledged in the past few years. Flexibilitythie ability to make changes in
adaptation to a need, while keeping the essendeanged10]. Considering business
processes, flexibility is the ability to deal witleth foreseen and unforeseen changes,
by varying or adapting specific parts of the busm@rocess, while retaining the
essence of the parts that are not or should nmhpacted by the variatiorj42].

Flexibility is particularly important in organizatis that face frequent changes and
variable stimuli from their environment. For proses that operate in a relatively
stable environment, when unpredictable situaticesrat frequent, flexibility is not
essential, as responses to all predictable sinmti@n be defined. However, in the
present business environment, where changes aegreintly and organizations have
to cope with a high range of diversity, full preigility is quite rare.

Facing this reality, approaches have been propfasezhabling flexibility in business
processes, as reviewed and classifiedliz]. These include mechanisms of late
binding and modeling, where the actual realizatiba specific action is only decided
at runtime as implemented in YAWL], and changes that can be made at runtime to
a running process instance or to all instancekeptocess, enabled in ADEPT].

One of the promising approaches is declarative gg®anodels (e.g., Declafg]),
which have received significant attention in recgsdrs.
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While “traditional” process models are imperatie&plicitly specifying the execution
order of activities through control flow constructs declarative process model is
based on constraints, i.e., anything is possibleras as it is not explicitly forbidden.
Constraint-based models, therefore, implicitly $fyethe execution procedure by
means of constraints: any execution that doesiotite constraints is possible.

Using such model, the user can decide how to respmreach situation that arises,
executing an activity from among all the possilgitthat are available in compliance
to the specified constraints. While allowing a hitggree of freedom, this approach is
limited for the following reasons.

First, while the human decision about which actiomake is made based on the state
at that specific moment, the existing models do emwiphasize states. Rather, the
leading concept to be modeled and monitored in rtreel is an activity, and
constraints can be specified on the execution sihgle activity or on relationships
between activity executions. The process stateasitored, mainly as a trace of the
activities that have been executed up to a givemem. Constraints can also relate to
values of data as conditions for activity executidowever, there is no fundamental
view and monitoring of state for leading processcexion and decision making.
Second, to respond to changes and events that iocthe environment, these need to
be addressed in the model. Generally speakingmib@el should be context aware,
where context is the set of inputs a process igstaaceives from its environment.
This is particularly important when bearing in mitiéht flexibility is required in the
first place in processes that face frequent chaimg®e environment.

Finally, an effective selection of action by thentan operator of the process should
relate to the desired outcomes to be achieved, Iyatoea goal. Currently, goals are
usually not an integral part of process definitions

This paper outlines semantics for a declarativegss model to overcome the three
discussed limitations. To enable the developmeiat @fnsistent and complete model,
we rely on the Generic Process Model (GPI¢§], which is an ontology-based
theoretical framework for process analysis. GPMsustates as a leading element in
process representation; it has been used for @nglfze context of processps, and

it includes goals as basic building blocks in pescgpecification.

Since GPM emphasizes states and abstracts frowitiastin a process model, in this
paper it is amended to cater for activities as.well

In what follows, we start by a motivating exampdemonstrating the limitations of
Declare, as a representative activity-based ddnlaranodel. We then present the
concepts required for our declarative model, fingtinformally deriving them from
GPM, and then as formal definitions that set theidéor execution semantics. The
use of our concepts for designing and validatingcesses is demonstrated through
application to the running example. This is follaMey discussion of related work,
conclusions, and outlining of future research dices.

2 Motivating Example

This section presents a motivating example of av@fial cardiac catheterization
process, which will be used throughout the papea agnning example. A Declare
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model of the process is givenFig. 1. The process starts with a pre &&luation of
the patient (marked in the model as “init”). Thi@kiation may find the patient not
for the scan, in which case the patient is releaselthe process ends. If the patier
fit and is not regularly on beta blockers, he vi# admirstered beta blockers

preparation for the scan. Following this, eitheesity (for overweight patients)
regular cardiac CT scan is performed «. The CT scan uses a low level of radiati
serving as a first indicatic of arteriosclerosis. If a positive indication (esitte of
calcification) is obtained, the patient is releadéthe first scanning does not disco’
a clear evidence of calcification, a second scapmnperformed. Scanning can

performed up to twie (marked in the model as “0..2” for the scan &i¢is), and if
the second scan fails, the patient is releasedade the second scan is successfu
results are deciphered and interpreted. Deciphedngbe successful or unsuccess
but in any ase the patient is released. At any point in tloegss, some acute hee
situation might be identified, in which case theigra is immediately sent to ¢
emergency room (and the process ends). In the nmbdelis represented as E
intervention, whichhas an exclusive choice relation with Release piafieoth enc
the process under different circumstances). Angblssibility is that the patient m:
feel bad during the process (due to allergy, ctapsiobic reaction, irregular he:
rate, etc.). Ingch cases the procedure may be paused for a widleesumed after
while, when the patient feels better. Additionally,any point irtime, the patient ma
be released sihe procss ends, but unsuccessfully.

The Declare model specifies the orderirf the process activities by a precede
relation, denoting that these activities normallyidw one another, but not in ¢
cases. The activitiesf ER intervention andPause examination are not mandator
the process, and are not related to othevities by any temporal constrai

Release patient + ER intervention
exclusive choice

Fre CT scan evaluation TeCEdeNce Beta blockers Reception

Cardiac CT scan Deciphering scan results

nrecedence precedence

precedence \ exclusive choice
AN /
\\ //
N d
\‘e |—°1—| Aocmlenco

Obesity cardiac CT scan

Pause/Resume Examination

The Declare representation supports the flexibilityich is required for the proce:
catering for unforeseen situations and providingiramediate response based

Fig. 1. The example process: a Declare m
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human decision making. It also allows defining d#i@ serves as input or output to
activities and using data as part of the activéhationship constraints. For example,
the precedence between Pre CT evaluation and hotielbs reception is conditioned
by a “fit" value of the data item Candidacy, assdnby the Pre CT evaluation
activity.

However, we claim that this representation is nqiressive enough, and it leaves
parts of the flow logic of the process to humargymént, while this logic is clear and
needs to be specified and enforced. Examples iaclidd a second scan is performed
only if a clear evidence of calcification has n@&eh obtained in the first scan; (2)
Beta blockers reception is needed only for patierits do not use them regularly; (3)
Pause examination and ER intervention are performieen the patient has some
irregularity or when an acute problem is identifiegspectively. These are constraints
on the process flow, which cannot be expresseélasanships between activities or
existence constraints on the activities. Furtheendhe model does not specify
conditions under which the process terminates. ibitlyl, the process cannot end
before all the existence constraints on its adtisitare satisfied. However, in our
example the only mandatory activity is Pre CT eatiin, while termination of the
process is possible under defined conditions. fidssible to add a set of negation
constraints, negating any activity after the atieéi of Release patient or ER
intervention are performed. This, however, wouldsuiein a loaded model which is
hard to follow.

Roughly speaking, we may conclude that Declare admg¢ssupport constraints that
relate to the context of the process and to itd. geather, these are assumed to be
addressed by human judgment when the processadsitexie enabled by the flexibility
of the specification.

In the following sections we present an approacivee from theory, which enables
a process specification that captures contextuastcaints and process goals, while
supporting flexibility. The theoretical basis prdes for a complete set of constructs,
capable of fully expressing the business logicrotpsses.

3 Ontological state-based view

The starting point of our discussion is the GenPriccess ModdlL5][16], which is a
process analysis framework, building on Bunge'sologly [5]. GPM emphasizes
states, events, and goals, which, as shown abogeyc well addressed in current
declarative process models.

The focus of attention in GPM is ttdomain where the process takes place. The
process domain is eomposite thingrepresented by a set sifate variableswhose
values at a moment in time denote sieteof the domain. A state can hastable in
which case it will transform according to tteansformation lawof the domain
(internal eveny, or stable namely, it will not change unless invoked by aerg in
the environmentédxternal event GPM views an enacted process as a set of state
transitions in the process domain. Transitions ltesither from transformations
within the domain (reflecting its transformationw)a or from actions of the
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environment on the domain. A process ends wheddhgain reaches a desiragbfl)
state, which is stable and where no more changesaur due to domain dynamics.
A process model is an abstract representationegptbcess, defined as follows.

Definition 1 (GPM process modelA process model in a given domain is a tuple
<l, G, L, E>, where
I: the set of possible initial states — a subsaimdtable states of the domain.
G: the goal set — a subset of the stable statdsatafg stakeholders’ objectives.
L: the transformation law defined on the domairpedifies possible state transitions
as mappings between sets of states.
E: a set of relevant external events that can @d® occur during the process.

As noted, the focus of attention in GPM is the pgscdomain. The domain sets the
boundaries of what is fully controlled by the pregand its operators, and what is not
within control. This distinction enables us to defithe context of a procel as the
set of environmental effects on the process, whrehtwofold. First, the properties of
the specific case handled by a process instantese tare assumed to exist at the
initiation of the case, although not all their veduare necessarily known at that point
in time. Second, actions of the environment dunimgcess execution — these are
manifested as external events. External eventseaeats (state transitions) in the
environment of the process domain, which affect gtete of the domain through
mutual state variables. Taking place outside thecgss domain, they are not
controlled by it. The occurrence of an externalrt\@an be unanticipated, but even if
we anticipate the occurrence, its exact time aadrésulting state are usually not
predictable. In particular, it is different for eyeprocess instance. Hence, the E and |
elements in a process model represent contextemmlesits.

A second advantage of GPM is that it explicitly sebdes the goal of a process,
enabling the design of a process to achieve it$, goal assessing the validity of a
process design against its defined goal. At runtiaohieving a goal state marks the
termination of a process instance.

However, the transition law of GPM, which is a magpbetween sets of states, is an
abstract notion. Specifically, as indicated in D#&fon 1, GPM’'s process model
abstracts from activities, which are how state geanare brought about. Hence, to
make GPM an appropriate basis for declarative m®oeodels, the law needs to be
decomposed into activities and constraints. Toa@<lear understanding of what an
activity is needs to be developed.

Activities are the means for achieving internal rége Since internal events usually
affect a subset of the domain state variables, hanze sub-domain, and since
different internal events can occur concurrentlyndependent sub-domaifis4], we
may address an activity as an internal event inbadomain. However, a sub-domain
may change its state through a series of intermahts in an almost continuous
manner. What makes a specific trajectory be constdan activity is the intention
that drives it. For example, consider the actigfyPre CT evaluation, which entails
actions such as measuring the patient’s blood presand heart rate, performing an
electrocardiogram, and others. We consider allefadions as parts of one activity,
distinguished by the one aim to be achieved. lidest can be of achieving,
maintaining, or avoiding a stafe].
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We define an activity as an internal event in a-damain, intended to achieve a
defined change in its state.

According to our model the state change broughtabyactivity is deterministic.
However, the state variables whose values are ethmgight be mutual state
variables of the process domain and its environnmerstuch cases, the environment is
affected and its state might become unstable. Thisurn, causes transformations
(events) in the environment, and these events mégjatin, affect the process domain.
Thus, an activity that acts on the environment iniglad to an external event in
response. Since external events are not contrbjethe process domain and their
outcome is unpredictable, this might seem as if dicome of the activity is
unpredictable (especially if the reaction is imnag¢elj. Nevertheless, we specify only
the controllable change within the process domanpart of the activity, and
distinguish the uncontrollable change as an ext&wvent invoked by the activity and
its effect on the process environment. For examptmsider a basketball player
throwing the ball to the basket. The activity endse the ball is in the air, which is
an unstable state of the environment. The moveroénhe ball in the air is not
controlled by the player. The resulting event centlat the ball misses or hits the
basket, and it is an external event, not complefgidictable. The actual value
resulting from the external event will be deterndiraé runtime.

Note that in this example, the intention of the\aist was to bring about a state where
the ball is in the basket, but this can only beiead by an external event, and with
uncertainty.

Activities can hence be classified to two clasga}:activities that affect only state
variables which are intrinsic to the process dom&unch activities cause a fully
predictable change that achieves the intention céesal with the activity. (b)
Activities that affect the state of the environmentd invoke an external event. For
these activities the specified (and predictablenge in the state does not necessarily
correspond to the intended change. It may not esfate to the same state variables.
Note that activities of class (a), namely actitibat operate on intrinsic domain state
variables, may also entail changes in state variahlues that depend on input given
by the user at runtime. As an example, considenegss where the price of a product
is determined. The activity of pricing might requthe user to set a price based on his
individual judgment of the appropriate profit margirhis will be manifested as user
input at runtime, but is considered part of thevégt since the value is controlled
within the process domain.

Constraints:

The GPM specification can be represented by thygestof constraints: (a) initiation
constraints that set the possible initial set afest, (b) transformation constraints that
specify the relationship state-activity, namelyatss that are preconditions for
activities, (c) Termination (goal) constraints tlifine the set of states where the
process can terminate and be considered as hasimgvad its goal. In addition, we
can define a fourth type of constraint — environtm&sponse constraints that place
external events as response to activities thattaffee environment. Note that the
actual effect of these events on the domain iknotvn, nor is the exact time of their
occurrence. We now discuss each of these four raontstypes.

Initiation constraints— determine values of state variables to spetiéydonditions
under which the process can begin (e.g., when entaarrives at the clinic). In
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particular, all the state variables that countdbeurrences of activities are set to zero.
Note that the initiation constraints do not detemnihe exact state on which a process
instance begins. This exact state also includaesegabf contextual properties which
characterize each specific case (e.g., the weiggnpatient).

Transformation constraints- these include two kinds of constraints: enabling
constraints and triggering constraints. Enablingst@ints relate activities to the sets
of states when they can be activated. Note thastdte that follows the execution of
an activity is directly calculated from the stateatt precedes it and the change it
causes. Triggering constraints specify sets ofestathen an activity must be
activated, so when a state in this set is readieddtivity will immediately fire.
Termination constraints- determine sets of states where the process natesi
There might be two kinds of termination statesstrigoal states, which are stable
states the process is intended to achieve. Onta&tein the goal set is reached, the
process terminates. Second, exception states, wdmehstable states where the
process terminates without achieving what it ignicled to achieve. For example, the
virtual cardiac catheterization process can tertaiménen it is found out the patient is
not fit for scan or when an ER intervention is reghdThese are exception states. Note
that the process may include stable states whiemetr defined as termination states.
If such a state is reached, the process waitsnf@xgernal event to reactivate it. In the
virtual cardiac catheterization process a staty #ifie examination has been paused is
stable, waiting for an external event when the gmatifeels better and has no
irregularity to resume the process.

Environment response constraintsrelate external events to activities that invoke
them. Note that external events can also occurpswgdly. Also note that in many
cases the external event does not necessarily iratebdfollow the activity; there
might be some time elapse between them. Henceeldigonship is of precedence.
Finally we note that it can be shown that the caration of initiation, termination,
triggering, and enabling constraints is sufficitmtexpressing all the constraint types
available in Declare. Our set of constraints presithese operations with respect to a
broader scope, including context and goal. Herigarovides a richer expressiveness.
power.

4 Formalization

Following the above discussion, we now formalize froposed constructs and
execution semantics.

Definition 2 (process model): Let D be a domain representedsbstate variables
vector X=(%,%,...%). Let y be the domain of values of state variablg x
V=(V1,Vo,... ). A process model M over D is a tuple (I, G, An&oE), where

I: a set of states satisfying the initiation coastits

G: a set of states satisfying termination constisiG=GgLGe; Gg includes
states defined as the goal of the process, Getatessof exceptional termination.
A: a set of activities

Const: a set of constraints

E: a set of external events.
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In general, sets of states are specified by préslicaver the state variable vector.
Hence, given predicates, &g, and G that specify initiation, goal, and exceptional
termination conditions respectively, we obtain:

I={s | C/(X)=TRUE}; Gg={s | G¢(X)=TRUE}; Ge={s | G«X)=TRUE}.

As discussed in the previous section, activitiesiatentional changes in the state of a
sub-domain. Following this, the specification ofaativity includes two elements: the
change (delta) it brings about to the state ofdie-domain and the intended set of
states to be achieved.

Definition 3 (activitiy): Let 8(X) be a functiong:V—V. Then &A: (&4X), AX)),
where y is a predicate denoting the set of states intentetbe achieved by the
activity.

Note thatd usually implies a change in a subset of the dorstte variables, which
are the ones affected by the activity. In particuka state variable counting the
number of executions of the activity will be raisbgl 1. Also note that ify(X)
includes negation operators, then the intentiothefactivity is to avoid a set of states.
As well, if y(X) refers back to the set of states that preckdecttivity (except for the
state variable that counts the executions of th&igg, then the intention of the
activity is to maintain an existing state.

The set of constraints includes the transformatand environment response
constraints, since initiation and termination cosists are specified ihandG. As
discussed in the previous section, transformatiemstgaints include enabling
constraints and triggering constraints.

Definition 4 (enabling constraint): Let a&A, 6, a predicate,
En(a)={s|@,(X)=TRUE}, then a can fire for everye£En(a).

Definition 5 (triggering constraint): Let &A, 7 a predicate,
Tr(a)={s| m(X)=TRUE}, then a must fire for everng9r(a).

In order to define the environment response coimstrave first need to define the

external events element in the model. In a procesdel an external event is an

occurrence we make no a-priori assumptions abogt, (egarding its effect on the

state of the domain). However, some external ewshish are expected to occur are
expected to affect a subset of the domain staieblas and assign them some value
within its domain of possible values. The actuakesthat follows an external event
will become known at runtime as input made by tberu

Definition 6 (external event): An external evertte {(x;, ) |x €X, eV}

In words, an event is defined by a subset of thmalp state variables which it
affects, resulting in values within their domainvalues.

Environment response constraints relate expecttsireat events to the activity that
invokes them.

Definition 7 (environment response constraint): LetA, esE. An environment
response constraint Er:(a,e) denotes that e alvaaysirs eventually after a.

Since the occurrence of external events is notimvitie process control, environment
response constraints cannot be enforced at runhieeertheless, they are specified in
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the model so they can be considered at procesgndésie, and can be taken into
account when planning ahead in runtime.

Based on the above definitions, we now provide rai$ermal description of the
execution mechanism of a process. When a processdsuted the statg at a
moment in time is the values xyfat that moment. When a process instance is created

the initial state is el, satisfying the initiation constraints and incluglistate variable
values that represent contextual properties (imiticoy user input). After initiation,
the state at every moment is considered. For angstates, the set of enabled
activities isAg,={a | seEn(a)}; the set of triggered activities As,={a | seTr(a)}; an
activity in Ag, can be executed; an activityAs, must be executed at that moment.
State changes can occur due to activity complaiioto external events. Assume an
activity a starts when the state $s Then the state on completion afis d,(s). The
occurrence of eveng requires the user to provide specific values fachestate
variable affected by the event; these values setsthte that follows the event.
Termination of the process is also determined basethe state, so <G then the
process terminates.

Note that the intention component of the activipedfication does not take part in
the execution. However, it plays an important @tl@rocess design, as detailed in the
next section. In addition, the intention is meafihépr planning ahead at runtime.

5 Specifying a process

This section demonstrates how the proposed semar#it be used for expressing the
running example of the virtual cardiac catheteai@aprocess.

Table 1: State variables in the example process and théaligalues

Statevariable| Values I nitial value State variableValues Initial value

Compatibility | {Null, Fit, Not | Null Beta Blockerg Given, Not
fit} given}

Over-weight | {Yes, No} Calcification{Found, Not [Not found

found}

Images {Null, Null Deciphering {Null, Null
Successful, results Successful,
Unsuccessful} Unsuccessful}

Acute problem {Undiscovered| Undiscovered| Irregularity {Null, Appear, [Null
Discovered} Disappear}

Patient {Yes, No} No ER {Yes, No} No

released Intervention

Pre CT [0, ) 0 Beta blockerg0, «) 0

Evaluation reception

Cardiac CT | [0, ») 0 Obesity CT [0, ) 0

scan scan

Deciphering | [0, «) 0 Pause/resumg®, 1} 0

scan results examination
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We start by defining the state variables of the dionand their possible range of
values (Table 1). Table 1 also provides the initialue of each state variable,
defining the initial set of states of the proceéss,

Note that initial values are set for a subset efdtate variables, while state variables
whose initial value is not specified stand for exttial properties. These need to be
initialized to represent specific case propertlasour example process the relevant
contextual properties are overweight of the patémt whether the patient is regularly
on beta blockers. Also note a set of state vargattlat count the executions of each
activity, as seen in their possible values — ndtuenbers from 0 to infinity.

The termination set is comprised of two sets dest&g of desired (goal) states and
Geof undesired termination states. Considering aan®le:

Gg={s | (Scan Deciphering = “successful’(Patient Released="Yes")}

Ge={s | ((Deciphering scan results“successful’)A (Patient Released="Yes")y
(ER intervention="Yes")}

Ge stands for two possible cases of terminatiorhenathe patient is released without
having reached successfully deciphered images, (eog.found fit to scanning, or
after calcification has been discovered), or whnififervention is needed.

The activities of the process are specified in &ablin terms of the function,
relating to specific state variables, and the wagiy. The table also specifies for
every activitya the related transformation constraigrs(a) andTr(a).

To illustrate the specification of activities arftkir related transformation constraints,
let us consider the activity Obesity CT scan, whbselates to the execution counter of
the activity, raising it by 1. Recall, this actiitan be performed up to twice. Ideally,
after two executions a state will be reached whedreachieved, namel§Calcification
="Not Found") ~ (Images= "Successful') The enabling set of this activity is when
(Compatibility="Fit") A (Beta blockers = "Given") (Over-weight = "Yes"} (Calcification =
"Not Found") A (Paused/Resume Examination =.0)Obesity CT scan < 2Yenoting that (a)
the activity can start after beta blockers are mi¢ether in the process or in its context) and
compatibility is evaluated and found fit (this cdiah is needed in case beta blockers are given
contextually), (b) the activity is executed only fmtients with over-weight, (c) the activity can
only be performed twice, and it is not repeatedalcification is found, and (d) the activity
cannot start when the examination is paused.

As another example, consider the activity Pausafnesexamination, whose role is to pause the
examination when the patient has irregularities, mresume it when the irregularity disappears.
The activity can be triggered when irregularity eprs if the examination is not already paused
((Irregularity = Appear) 2 (Paused/Resume Examination =,0)) which case the activity stops
the examination (sg@aused/Resume Examinatienl) if (Paused/Resume Examination =i0)
the 8 column). Alternatively, the activity is triggeraghen the examination is already
paused and the irregularity disappears, in whickecthe activity resumes the
examination.

Note that there are activities such as Beta blackeception, where for a state
preceding the activityseEn(a)_Tr(a), the change achieved with certaindi(s)
satisfies the intentiory,. These are activities that achieve their intentigith
certainty, not depending on external events. Fdrerotactivities (e.g., Pre CT
Evaluation), an external event is expected in respoto the activity, for a state
satisfyingy, to be achieved. As previously discussed, in tlweses the intention of
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the activity may not be achieved, and it dependtherstate variable values set by the
external event.

Table 2: Activities and corresponding transformation coristsa

Transfor mation constraints

Activity | § y
Pre CT Pre CT Evaluation> | Candidacy= | En: (Candidacy="null’)
Evaluation | Pre CT Evaluation + 1fit” (Paused/Resume Examination=0)
Beta (Beta blockers Beta blockers En:(Compatibility="Fit") A (Betal
blockers Receptior>Beta ="Given" blockers:"Given")n  (Paused/resume
Reception | blockers Reception Examination = 0)
+1) A (Beta blockers
"Given")
Cardiac Cardiac CT scan)» | (Calcification | En: (Compatibility="Fit")A (Beta
CT scan Cardiac CT scan +1 | ="Not blockers = "Given" (Over-weight =
Found") * "No") A (Calcification = "Not Found"
(Images= A (Paused/Resume Examination = Q)
" Successful' | . (cardiac CT scan < 2)
Obesity Obesity CT scan)> | (Calcification | En: (Compatibility="Fit")» (Beta
CT scan Obesity CT scan +1 | ="Not blockers = "Given" (Over-weight =
Found") ® "Yes")  (Calcification = "Not
(Images= Found")» (Paused/Resume
" Successfull' | Examination = O (Obesity CT scan
<2)
Deciphering | Deciphering scan Deciphering | En: Images= " Successful"
scan results> Deciphering results=
results scan results + 1 “Successful”
ER ER intervention = ER interventior| En: Patient released = “No”
Intervention | "Yes” ="Yes" Tr: Acute problems "Discovered"
Release Patient Released = [Patient Release| En: (ER intervention="No")
Patient “Yes” = “Yes”
Pause / Paused/Resume Paused/ResumeTr: ((Irregularity= Appear)a
resume Examination— 1) if Examinatio=1A | (Paused/Resume Examination =0))
examination | (Paused/Resume [rregularity= ((Irregularity= Disappearh
Examination = 0);  |Appear)v (Paused/Resume Examination = 1))
(Paused/Resume Paused/Resume
Examination— 0) if [Examinatio=0a
(Paused/Resume  |rregularity=
Examination =1) disappeal

To complete the process specification, we defimestt of external evenEs which,

together with the uninitiated variables in Tablefdrm the context of the process.
Table 3 includes external events and their assatiatnvironment response
constraints (column “Response to” in the table)m8oof the external events are
expected in response to specific activities, wkitene can occur unexpectedly, in
which case the “Response to” column is blank.

To illustrate the content of the table, consider ¢vent Calcification discovery. This
event is expected in response to a CT scan (ejtiwesity or regular). It may change
the value of the state variable Calcification frdlmt Found to Found (see Table 1).
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Table 3: External events in the example process

External event Affected statevariables | Responseto

Candidate compatibility Candidacy Pre CT scan evaluation

Calcification discovery | Calcification Cardiac CT sc@aesity cardiac
CT scan

Image generation Images Cardiac CT scan/ Obesityacard
CT scan

Deciphering outcome Deciphering results Deciphesican results

Acute health problem Acute problem

Irregularity appearance Irregularity

Having specified the process, we now present foaditions which are necessary for
the specification to be valid, namely, for the @egto achieve its goal.

Condition 1 (concurrency): For every a, a&A, if Tr(@)HTR(a’) 2 thend, and .

do not affect the same state variables.

This condition is intended to ensure that two dii¢is that are triggered by the same
state (namely, must be performed concurrently)ndibchange the values of shared
state variables. For a discussion of this condits@m®[14]. Our process includes two
activities with triggering conditions: Pause/resuexamination and ER intervention.
Their triggering constraints are not overlappingndée Condition 1 is not breeched.
Condition 2 (sequence of intended states): There exists at least one sequence of
states (§ %,..-$) such that s=l, s,eGg, and let s&{s|»=TRUE} then for i=2...n
S1€En(@) UTr(a).

This condition requires the existence of at least sequence of states leading from
an initial state to the goal of the process. Nbot the sequence is established when
the enabling or triggering set of each activityinisthe intended set of the previous
one. This means that the activity is enabled eittmenediately and certainly after an
activity whose intention is achieved by #dsor after an external event responding to
the previous activity has achieved its intention.

In our example it can be noticed that for, e.gg, $bquence of activities Pre CT scan
evaluation, Beta blockers reception, Cardiac CThs€&eciphering scan results, and
Release patient, the enabling set of each acwaitigfies the intention of the previous
one. As well, the first activity (Pre CT scan elan) is enabled at | and the last one
can lead to a state in Gg.

Also note that there might be other sequences whimot lead to the goal set.
These, however, should end on a termination sta®eiand not on any other state. In
other words, continuation of the process shoul@rebled for any state which is not
in G. To ensure this continuation, we require thifving two conditions.

Condition 3 (process continuation - activities): Let acA such thaty, is not achieved
by 6,. Then7 an external eventeE and an environment response constraint Er:(a,e).
For example,s of Deciphering scan results increases the exatwounter of this
activity by 1, while its intention is to reach aat&® where Deciphering results are
Successful. This can be achieved by the exterraitdeciphering outcome, which is
related to the activity by an environment respawestraint.
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Condition 4 (process continuation - events): For every external event x;, )}, for
every value Mhat state variablejcan assume, the resulting state s satisfies €43 s
or (2) F activity acA such that gEn(a)_Tr(a).

This condition requires that every external eveithee leads to a state in the
termination set or to a state where at least otiwitgcis enabled / triggered. For
example, the event Acute health problem leads state whereAcute problem =
“Discovered”. This state triggers the activity of ER interventi

6 Related work

Substantial research efforts have been investdddlarative process models in recent
years. Most notably, Declar®], a modeling and execution platform, which also
allows changing the model at runtime and performiagme verification.
Methodological issues that concern declarative ggscmodels have also been
investigated. Examples include life-cycle suppfir8], user assistancgl?], and
usability evaluation [17]. Life-cycle support[18] is said to ensure better
understandability and maintainability of declaratiprocesses over the process life-
cycle, based on the ideas of Test Driven Developnidh and Automated
Acceptance. User assistance includes recommendatibich are generated based on
similar past process executions by consideringiBpduusiness objectivefL3]. An
initial usability evaluation using the Alaska simtdr, has indicated that humans are
capable of coping with flexibility and can effealy plan in an agile manngt7].
Declarative model segments have also been useddnaging imperative models. Ly
et. al.[8] developed a framework for integrating consttaimto adaptive process
management systems in order to ensure semantiectoess of running processes at
any time. Awad et al[3] suggested a technique to accomplish the vetifio of
process models against imposed compliance rulesing BPMN-Q queries.

All these approaches basically employ an activagdd view, with Linear temporal
logic (LTL)-based constraints. These constrainé aapable of defining rules on the
existence of activities and on dependencies anwem.t

Goals are usually not specified or addressed, @dfinasome goal consideration is
included in the Alaska simulatdi7]. The tool uses a journey as metaphor for
business processes and determines typical godisasuthe overall business value of
the journey, i.e., minimization of cost, cycle tiroe the optimization of quality or
customer satisfaction. Goals of this kind are mddrassed in this paper (in GPM
terminology they are called soft-godls5]). Rather, we address “hard” goals which
mark the termination of the process, while softigaaainly affect planning and will
be addressed as future research.

A different and early approach is presented[bly who defined business process
patterns based on a state-oriented approach ttlades a state space, a goal, and
valid movements in the state space. Constrainta@renade formally and explicitly,
but roughly in the form of valid movements. The mments refer only to the changes
in the constructed state space and abstract fréimitis.

In summary, as compared to the existing declargihneeess modeling approaches,
the approach presented in this paper has an exteexigressiveness, enabling all
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LTL-based constraints and adding state informatiéorthermore, it supports
contextual constraints, which are not possiblexistang approaches.

7 Conclusion

Declarative process models support flexibility nogess aware information systems.
However, current declarative models are mainlyvégtbased, relying on Linear
Temporal Logic for the constraints they entail. dgesult, the business logic related
to the context of the process and to its goal sdadly applied by human and not
supported by the model.

The model proposed in this paper constrains theutian of activities based on state,
which reflects activity execution as well as casgpprties and results of events in the
environment of the process. As such, it is coneware and suitable for highly
diverse and frequently changing environments, wherecess flexibility is
particularly important. Furthermore, an explicitaggpecification can guide execution
towards this goal and serve for validating the psscat design time.

A theoretical contribution of the paper is the witfi definition, which makes a clear
distinction between the certain change brought aabgut and the intended change,
which may or may not depend on environment responsgked by the activity. The
intentional aspect of an activity is shown to beimportance for designing the
process and for planning ahead for reaching thé. &@, it can be ignored by an
execution engine for simplicity, as it has no riol¢he actual execution mechanism.
The paper demonstrates the specification of an pbaprocess using the proposed
model. This specification, however, is not graphicAn appropriate graphical
representation to increase the usability of the ehdy humans is still needed. We
intend to consider the adaptation of the graphizhtion used by Declare to the
additional expressiveness required by our modefuaisre work. The paper also
provides four conditions a process specificatioadseto meet to be valid. As noted,
these are necessary conditions for the validitythef process, but not necessarily
sufficient. Full validation and verification of aqeess specification is also planned as
future research, as well as the utilization of Adrming algorithms to support goal
achievement from a given state.

References

[1] van der Aalst WMP and ter Hofstede AHM, YAWL: Yehéther Workflow Language.
Information System80(4), pp. 245-275, 2005.

[2] Andersson B., Bider I., Johannesson P. and Pefonstowards a Formal
Definition of Goal-Oriented Business Process PasieBusiness Process
Management JourndlL1:6), pp. 650-662, 2005.

[3] Awad, A., Decker, G., Weske, M., Efficient compléenchecking using BPMN-
Q and temporal logic, In: Dumas et. al. (ed)M '08§ LNCS 5240,pp. 326-341,
Springer-Verlag, Berlin, 2008.

[4] Beck K., Test Driven Development: By Example. AdadisNesley, 2002.



A state-based context-awar e declar ative process model 15

[5] Bunge, M. 1977Treatise on Basic Philosophy: Vol. 3, Ontology heT
Furniture of the WorldBoston: Reidel.

[6] Ghattas J, Soffer P, Peleg M. A formal model fargass context learning. In:
Proc. BPI, BPM Workshops 2000NBIP 43, pp. 140-157, 2009.

[7] Lamsweerde A., Goal-Oriented Requirements EngingeA Guided Tour5th
Int'l Symp. on REpp.249-261, IEEE CS Press, 2001.

[8] Ly, L.T., Rinderle, S., Dadam, P.: Integration awerification of semantic
constraints in adaptive process management systBats. and Knowledge
Engineering64, pp. 3-23, 2008

[9] Pesic M, Schonenberg MH, Sidorova N, van der AAIMP, Constraint-based
workflow models: Change made easy. In: Curberaleieds), Proc. of OTM
LNCS 4803, pp 77-94. Springer-Verlag, Berlin, 2007

[10] Regev G, Bider I., and Wegmann A. Defining busingsxess flexibility with
the help of invariantsSoftware Process Improvement and Pragtit?, pp. 65—
79, 2007.

[11] Reichert M., Rinderle S., and Dadam P., Adept workfmanagement system.
In van der Aalst et. al (ed€pPM 2003 LNCS 2678, pp. 370-379. Springer-
Verlag Berlin, 2003

[12] Schonenberg H., Mans R., Russell N., Mulyar N. &ad der Aalst WMP,
Process Flexibility: A Survey of Contemporary Apacbes, In Dietz et. al.
(eds),CIAQO! And EOMAS 2008_NBIP 10, pp. 16-30, Springer-Verlag, Berlin,
2008.

[13] Schonenberg H, Weber B, van Dongen BF, van dert A&llgIP, Supporting
flexible processes through recommendations basddstory. In: Dumas et. al.
(eds),BPM 2008 LNCS 5240, pp 51-66, Springer-Verlag, Berlin, 200

[14] Soffer, P., Kaner, M., and Wand, Y. Assigning Oogy-Based Semantics to
Workflow nets”,Journal of Database Manageme(21:3) pp. 1-35, 2010.

[15] Soffer, P., and Wand, Y. On the Notion of Soft Goal Business Process
Modeling,Business Process Management Jouffiat6) pp. 663-679, 2005.

[16] Soffer, P., and Wand, Y. ,Goal-driven multi-processlysis,Journal of the
Association of Information Systeif@3), pp. 175-203, 2007.

[17] Weber, B., Pinggera, J., Zugal, S., Wild, W.: Hamgllevents during business
process execution: An empirical test.

[18] Weber, B., Reijers, H., Zugal, S., Wild, W., Thecldeative approach to
business process execution: An empirical testyam Eck et. al. (edsCAISE
2009 LNCS 5565, pp. 470-485, Springer-Verlag Berliridédberg, 2009.

[19] Zugal S., Pinggera J., and Weber B.,Toward EnhahdedCycle Support for
Declarative Processddniversity of Innsbruck2010.



