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Abstract. Business process modelers often struggle with apiately
representing routing situations in a model. In ipafar, difficulties may be
encountered when using BPMN, due to its large nurobeonstructs and the
lack of ontological clarity of this language.

The paper proposes routing patterns combined witbcésion guidance tool to
support BPMN model creation. The use of patternprigposed based on
cognitive considerations, which are explained tovjute justification to the
proposed support. The set of patterns builds orexsting set of routing
behaviors and operationalizes these behaviors loyiging their BPMN
representations. The effect of this support isetbsh a study, whose findings
indicate a significant effect on the quality of fm®@duced models. The findings
also indicate that the use of the guided routintjepas leads to a longer time
required for modeling as compared to unsupportedetig.
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1 Introduction

Business process models play an important rolehé development of business
processes and information systems. The creati@anbafsiness process model requires
gaining an understanding of the domain and spexjfyis required behavior using
some process modeling language. The resulting nedaelld be syntactically correct
(correctly using the modeling language), logicahd semantically correct (truthfully
representing the behavior of the domain and lackiggal errors such as deadlocks),
and understandable to its readers. These quatjtyirements make process modeling
a challenging task.

A particularly challenging task in process modelisghe appropriate construction
of routing structures. Routing structures inclugdit snodes, where the thread of
control is split into several threads that can desih alternatively or in parallel, and
merge nodes, where several threads are merged sit@le one. Empirical evidence
show that such structures are associated withcdiffes both in model reading (are
more difficult to understand [4, 16]) and in mbdenstruction (entail modeling errors
[8, 9]). Explanations suggested for these diffies include the existing variety of
possible behaviors at these nodes [17], the neeatdurately specify decision logic



[20], and the fact that as opposed to other pmoeesdel elements (e.g., activity,
resource), routing nodes are not directly obses/abh domain but rather abstraction
of possible behavior patterns across different ggednstances.

Routing structures form basic constructs in pratliicall the process modeling
languages, although different languages emploeudifft sets of constructs for this
purpose. Business Process Model and Notation (BPNIN)is a popular modeling
language, and is the current de facto standarcepsomodeling language. BPMN has
a strong expressive power (see evaluation in [ffgjlitated by a large set of
constructs. However, a large number of constructghiminclude construct
redundancy [22], leading to unclear semantics anthiling a less conclusive
modeling decision making [18]. In fact, evaluasasf BPMN for ontological clarity
have identified such deficiencies [7, 15]. In iidd, a study of the actual use of
BPMN constructs has indicated that only a relagiveinall set of constructs are
commonly used by modelers and can be consideredcomstructs, while many other
constructs are seldom used [23]. In addition, sdv&udies have criticized BPMN
from a perspective of cognitive effectivenes$[@].

BPMN includes seven kinds of gateways (actuallycHjgel using 8 symbols),
which are constructs directly used for routing, fmiting can also be specified using
other constructs (flows, events) or combinationthem. This makes the specification
of routing in BPMN a considerably challenging pafrprocess modeling.

This paper attempts to support the modeling ofingustructures in BPMN. It does
so by using a combination of routing design patiernd a decision support sheet. We
suggest this combination based on cognitive conaibes and evaluate it by an
experiment whose subjects are Information Systéutests.

The paper is organized as follows. Section 2 pewid background about the
cognitive process of modeling, justifying the prepion of patterns to support this
process. Section 3 describes the experimental sty its findings, which are
discussed in Section 4. Finally, conclusions avemjin Section 5.

2 A Cognitive Per spective of Modeling

We consider the construction of a process modethviheépresents a given domain
behavior as a problem solving task and the modelthas solution. Empirical
observations [14] have indicated that process tmgleinvolves three phases:
comprehension, when the modeler develops an umaelisg of the represented
domain; modeling, when this understanding is trammséd into modeling constructs;
and reconciliation, when model elements are redtemcimoved, and renamed, to
improve appearance and understandability. Thesee thphases are repeated in
iterations, each relating to a chunk of the modetative chunking has been indicated
to take place in general problem solving [10], aitfibuted to working memory
limitations. We focus on the comprehension and riogleohases, when the modeler
develops domain understanding and maps it intotagets of a modeling language.
According to Newell and Simon [10], when facingask, the problem solver
formulates a mental model of the problem, and iigesreason about the solution and
to apply solution procedures. In process modebodgjtion procedures entail mapping



the mental model of the domain behavior into a rhadehe particular modeling

language. According to [10] the mental model feeted by the characteristics of the
task and the methods used for achieving it. Coresgtfyy for a BPMN modeling task,

the mental model might use concepts related to BR¥Nstructs (e.g., gateway,
event), and then the appropriate BPMN constructg.,(@ specific type of event)

should be selected and combined to form a conpretsess model.

According to the cognitive schema theory [3], naénmodels are types of
cognitive schemas related to the understanding sgeific situation that serve for
solving a current problem. Mental models are cam$éd by using lower-level
cognitive schemas, called memory objects, as mgldilocks. Memory objects are
components of human knowledge stored in long-temory. The simplest objects
are basic concepts, called p-prims; above themirdegrated objects that enable
people to recognize and classify patterns in thereal world so they can respond
with appropriate mental or physical actions. A maénhodel is constructed by
mapping memory objects onto components of a cuyefdaced real-world
phenomenon, reorganizing and connecting them intwdel of the whole situation.
A complex memory object can also be an example fpast experience, which is
retrieved from long term memory and adapted byagato the current situation.

The construction of the mental model is highlyeaféd by the available memory
objects. According to the cognitive load theory; fBe burden on the limited capacity
of working memory can be reduced by using scheimatsatlow categorizing multiple
elements as a single element [12]. When the twgnschemas used are low level
and require further integration to construct a rakmnodel, cognitive load is
increased. This might lead to reduced task perfoce§l3].

When the task is to create a BPMN model of comptaxing behavior, two main

difficulties arise. First, BPMN constructs are lgasbjects that require effort for

combining them into a mental model that fits therent situation. As a result, it is

likely that the mental model does not use speabaostructs, but generalized and
higher-level concepts (e.g., split, event). Secotite selection of a specific

combination of constructs to which the mental magteduld map is difficult due to

the construct redundancy of BPMN [7, 15]. Thiskes the mapping decision
inconclusive and difficult [18].

To overcome these two difficulties, we suggestube of routing patterns. First,
the patterns as concepts can form objects at abdeigranularity level for effectively
serving as building blocks in a mental model. Ashsuhey help the modeler classify
the situation and generalize it. Second, the mappin specific combinations of
BPMN constructs is immediate, as these are spdadifi¢he patterns. In addition, the
selection of an appropriate pattern for a givemagibn can be supported by a
structured process of alternatives evaluation, kvhdan be guided by a series of
designated questions that classify the situation.

3 Empirical Study

The empirical study was aimed at evaluating theafseuting patterns and decision
guidance when constructing a BPMN model. The maiastjon was whether the



guided use of patterns yields models of a highatagfic and semantic quality. As a
baseline for comparison we addressed the use bidadl BPMN constructs, which

is the common set of concepts analysts posses&dver, while individual constructs
can serve as basic memory objects, model examatebe& used as composite ones to
be used by analogy. We hence decided that the stunlyld compare the guided use
of patterns — composite reusable building bloclet tan be easily composed at a
given situation — with the combination of atomicncepts and relevant examples.
While the main question related to the effectivengfsthe modeling, we also posed a
second question, related to modeling efficiencienms of the time required.

3.1 Routing Patternsand decision support

To address the above questions, we have used ttloé muting behaviors which
was tested in the study reported by [19]. This agdresses binary split/merge
situations, and includes four split types and sewenge types, including types that
are not recognized as Workflow Patterns [17].Ha study reported by Soffer et. al
[19], training with this set had a positive effeot the formation of mental models,
reflected in understanding domain behavior fromtuak descriptions. This set,
however, is abstract and unrelated to a modelintatiom. Hence, to make is
operational for BPMN modeling, we developed BPMNoresentations of the
behavior types in the set.

The set of routing behaviors, listed in Table lates to binary splits and merges,
but can easily be generalized to larger casesrdpresentation of the types as BPMN
routing patterns was developed by one of the rebeas and evaluated by the other.
When more than one representation was possiblaltémative representations were
discussed by both researchers until a preferreidroptas agreed upon. Finally, all
the patterns were evaluated by an independent Bekfiért. An example pattern is
presented in Fig. 1.

Fig. 1. BPMN routing pattern for immediate continuationiwitancellation. When a task is
completed (either A or B) it throws a signal evendl dhe process continues with Task C; the
signal is caught by the other task (A or B) as @erinpting event, which terminates this task.



Tablel. Set of routing behavior typésr binary cases

Type | Description

Splits

Exclusive (XOR) Exactly one branch needs to be atiy

Parallel (AND) Both branches need to be activated

Inclusive (OR) At least one branch needs to be aigl/

Constrained Or (COR)| A specific branch needs to kieadetl, the other is optional
Merges

Immediate continuatiorf The process continues when rmerge is reached. When bath
branches are active and one reaches the mergecthttreproceeds
independently.

Immediate continuation The process continues when the merge is reacheenWioth
with cancellation branches are active and one reaches the mergeothtireis stopped

Immediate continuation The process continues when the merge is reachezhdfbranch
with asymmetric| arrives first — the other is stopped. If the othmnch arrives first
cancellation the first one proceeds. In other words — if botaniches are active
one always completes and the other completes bitlgrrives first.

Immediate continuation The process can continue when either branch araveserge but is
with mutual blocking stopped when both arrive together.

Synchronization The process can continue when badhches have arrived at the
merge. When one branch arrives, continuation “Wéitsthe other.

Asymmetric The process can continue only when a specific ¢sgary”) branch

synchronization arrives at the merge. If the other branch arrives, fthe necessary

one must proceed independently since continuaéquires it. If the
necessary branch arrives first, the other one tihpreceed.

Asymmetric The process can continue only when a specific €agary”) branch
synchronization  with| arrives at the merge. If the other branch arrives, fthe necessary
cancellation one must proceed independently since continua&quires it. If the

necessary branch arrives first, the other oneojspsd.

In addition, to facilitate the selection of an agmiate pattern for a given situation,
we have developed a decision tree-like guidancetstoe selecting an appropriate
pattern for a given situation, as showrFig. 2

3.2 Settings

The experiment was conducted with 36 Informatiorst&ys students attending a
course on systems analysis. Throughout the couhge participants had already
studied business process modeling using EventuriRm@cess Chains (EPC), Petri
nets and BPMN. The participants had also expertenseng the mentioned modeling
notations in several projects and realistic casdiss.

The students were randomly divided into two segarabms and groups. To
verify that the assignment was indeed random, welacted an independent-samples
T-test on the average homework grades achievechéncburse, and found no
significant difference between the groups.



| - split-

Does the stuation describe two tasks or more active in parallel
YES after the spit? MO

| Doall possible tasks active in parallel after the spit? }—l

NO
YES

‘ Does a certain task active in any case whereas the other tasks are optional (conditioned)? ‘
AND .2
YES HO
| - Merge - |

Does the situation describe a merge which waits for two (or more) tasks in order to be activated?
YES NO

Is a certain task required (a “dominating” task)? ‘ Does the situation describe a case where a fask is stopped or has to wait?

YES MO
YES

5. Synchronization

| When one of the active tasks finishes first, doesit stop completely the other tasks? | iES NO

| 10. Immediate ContinuaBion with Asymmetric Cancelation |
YES NO

‘ When one of the active tasks finishes first, does it stop completely the other tasks? H

6. Asymmetric Synchronization
y YES Ho o

‘ Is a certain task required (a “dominating” task)? ‘ | 8. Immediate Continuation |

for it?

Is it possible that a task has towait for the merge to be avaiable
7. Asymmetric Synchronization with Cancelation |

| 9. Immediate Continuation with Cancelation | YES Ll 11. Immediate Continuation with Mutual Blocking |

Fig. 2. A decision tree-like guidance for type selection

One group, the "Treatment" group (consisted of difigipants), was trained with
the routing patterns, and then performed the empmrial assignment. The "Control"
group (consisted of 19 participants) was trainedhwthe precise meaning of
individual BPMN constructs, emphasizing event amgting constructs. Both groups
were shown illustrative examples; in fact, the sasxamples were used in the
training of both groups. However, for the Treatmgmtup these were examples of the
reusable routing patterns, while for the Controbuyr the same examples were
presented as illustrating possible combinatiorBR¥IN constructs.

The task included four descriptions of short bussngrocess situations that had to
be modeled in BPMN. The business process situafiotissed on the dynamics of
routing points in a process (merges and splitgffierent domains.

3.3 Procedure

Training: Each group received one hour of training. Thattment group received,
first, a short explanation on the concept of relesgatterns in process modeling.
Afterwards, each pattern was presented by its basimeaning, specification and an
example. An example situation was analyzed usiegdfitision support sheet. Yet, it
was clarified to the subjects that the use of pastés not mandatory and they can
decide differently.

The training provided to the Control group includedeminder of the elements in
BPMN. Since the notation consists of many elemend, in order to keep relevance,
the reminder addressed the elements of gatewagwmis,fland relevant events,



discussing semantic differences among them and thew can be combined. The
reminder was accompanied by modeling examples, eviimsn was similar to the
cases in the task. Moreover, the examples incltisgedouting patterns. However, the
participants were not aware that the examples decheusable patterns.

Printout: At the beginning of both training sessions, muis were handed to the
participants in both groups so they could writeesaduring the training and also as a
reference during the task. The Treatment groupvedea printout consisting of: a list
of BPMN elements, the BPMN routing patterns, arg diecision sheet. The control
group received a printout consisting of a list 68N elements.

Task performance: The task was performed right after the trainiNg. time limit
was set. When the students completed the task sibynitted their work; the
submission time was recorded for every student. aks incentive for good
performance, a bonus of 3 points to the total cogrmde was promised to the five
best performing students in each one of the groups.

Task Materials: the task materials included four situation desimip that had to be
modeled in BPMN. In total, the participants hadcctompose 10 routing structures in
their task models (5 splits and 5 merges). Thea8dns were selected to include
routing behaviors which cannot be representedfiglesiconstructs, and correspond to
our routing patterns. Table 2 presents the taskscaad their corresponding routing
patterns.

Table 2: Task cases and corresponding patterns

Case | Splits Merges

1 AND, Immediate continuation with cancellation;
AND Synchronization

2 AND Asymmetric Synchronization

3 AND Immediate continuation with mutual blocking

4 COR Asymmetric synchronization with cancellation

In order to avoid a learning curve effect, we cedafour different versions of the
assignment. Each version had a different ordehefcases, so participants received
different versions of the assignment.

3.4 M easurement and Hypotheses

The dependent variables were the performance $optke modeling assignment and
the time taken to complete the assignment. We ngsited a difference between the
Treatment group and the Control group in thesevartables. Accordingly:
H.. The performance scores for subjects in the Treatmroup will be different than
those of subjects in the Control group.
Hi, The times for performing the task for subjectshie Treatment group will be
different than those of subjects in the Controlugro

As shown in Table 2, the four cases included 1@imgustructures. Each case was
scored based on the following scheme:



- 0 points were given for mostly inappropriate repreation, syntactically and
semantically.
- 1 point was given for partially appropriate repregagon.
- 2 points were given for fully appropriate represéion.
The grading was done separately by the two reseexdnd discussed in cases of
disagreement until consensus was reached. Thddkee to complete the assignment
was measured in minutes and recorded upon submigbtbe assignment.

3.5 Analysisand Findings

The results obtained for performance scores asagelime are presented in Table 3.
To test whether the observed differences betweergthups' results are statistically
significant, we have used an independent samplesiTfor both variables, after

verifying that they were Normally distributed.

Table 3: Results: performance score and time

Variables/ Groups N [Min Max |Mean |Std. Deviation |Sig.
Performance |Control 19 |10 18 |14.47 |2.653 0.007*
score Treatment (17 |12 20 16.71 |2.544

Task time Control 19 |22 50 |34.95 [8.423 0.000*
(minutes) Treatment |17 |34 66 [49.18 |10.513

As both tests yielded significant results (see lpesin Table 3), we can make the
following conclusions. Considering the performarsm®res hypothesis, ;klcan be
accepted. Furthermore, the difference in the peréoice scores is significantly in
favor of the Treatment group, thus our conclus®that the guided use of the routing
patterns has a positive effect on the quality ef tiodel. Considering the task times
hypothesis, K, can be accepted. Furthermore, the task performainoes are
significantly higher for the Treatment group, inating that the guided pattern-based
modeling process is longer than when they are setl.uThis can be concluded for a
novice population, like the participants of thedstu

4 Discussion

The findings of the reported study indicate thajusded use of routing patterns can
yield BPMN models of higher semantic and syntagtiality than a modeling process
that does not use such patterns. The study compat@atment group, using a set of
patterns and a decision-support sheet, with a cbgtoup that served as a proxy to
the "ordinary" modeling process — using the comrs$rof the modeling language and
some experience-based examples. While the usedofidnal BPMN constructs as
basic concepts is rather straightforward, the digxamples requires careful attention
for several reasons.

First, the use of worked examples as a learningoamh has been extensively
studied (e.g., [1]) and found effective for strdmaning problem solving capabilities



with a focus on structural aspects. This seemsetanbcontrast to our findings.
However, the example-based learning approach devatech attention to how the
examples are presented to the learner. In partjdtiia stressed that examples should
be presented in the context of problem classificatin our study, such context
existed for the treatment group and not for thetrobigroup. Following this, the use
of examples by the control group is not in linelwihe example-based educational
approach and is not expected to yield similar liegreffects.

Second, the immediacy and short period of time betwseeing the example and
performing the task is important when interpretihg results of the study. According
to [21] events that occurred recently are easieretall, and this might bias the
judgment of their appropriateness as a basis foisibas at the current situation. In
our study it is likely that having recently seetevant examples made it easy for the
subjects to recall and use them. Indeed, many efibdels created by the control
group attempted to adapt these examples to then ggiteations. As a result, the
scores of the control group were generally higthaalgh still significantly lower than
those of the treatment group. It is plausible thebe that a longer delay between the
training and the task performance would have mhde¢levant examples harder to
recall, and result in models that are less simdathe examples in the control group.
Accordingly, the difference in the scores of thatcol and the treatment group might
have been larger. Furthermore, an interesting éxpatal setting for future research
would introduce other, less relevant, examplesnduthe time between the training
and the task performance. These might then beretsiecall than the previously
given examples, creating bias and reducing thetgualthe produced models.

Another interesting finding is the difference inrfoemance time between the
groups. It appears that while supporting a systienaatd effective modeling process,
our guided patterns slowed this process signiflgafithis is not surprising, since a
structured cognitive process that evaluates altessmand selects an appropriate one
should take longer than a quick retrieval and aatapt of an example. Furthermore,
the longer time can also be explained by the faat in our case the subjects were
using printed material (i.e., "paper objects" ratth@n memory objects). Going over
this material took time and slowed the modelingcpes.

It should be noted that while the reported studyressed modeling in BPMN, the
set of routing behavior has served as abstractegdn the study reported in [19],
detached from any modeling language, and compagaingt a subset of the
workflow patterns 17]. No decision-support sheeiswised there, and yet the mere
training with this set of conceptual routing belmagiwas found to support domain
understanding. This encourages the developmentiroflas patterns for other
modeling languages as well (subject to their exgivegpower limitations).

Also note that we did not ask the subjects aboeir tperceptions regarding
usefulness of the patterns, ease of use, and neffoal required for performing the
task. These can be addressed in future studies.



5 Conclusion

Empirical evidence accumulated over time indicdbeg business process modelers
often struggle with appropriately representing gt situations. In particular,
difficulties may be encountered when using BPMNg do its large number of
constructs, the numerous possible combinationhede constructs, and the lack of
ontological clarity of this language.

The paper proposes routing patterns combined witle@sion guidance tool to
support BPMN model creation. Cognitive consideratigustify our prediction that
the guided use of patterns would constitute an@pfate modeling support. These
relate to the formation of a mental problem repn&st@on, where the patterns can
serve for classifying the situation, and to immeéaliatransforming the mental model
into BPMN. The set of patterns builds on an exgtset of routing behaviors and
operationalizes these behaviors by providing tBEMN representations.

We have conducted an empirical study to evaluage etfiect of the proposed
support on modeling routing situations in BPMN. THesults of the study indicate
that the proposed support significantly improves tjuality of the models, but
increases the modeling time. These findings implypaential contribution of
embedding similar routing patterns and decisionlgute into modeling tools that are
used in practice.

However, the experiment used novice subjects igaaning environment, and its
findings are limited to similar settings. Furthemmo additional and deeper
understanding is still required, especially witspect to repeated application of this
modeling support over time. Questions such as wiald be the prolonged effect of
providing such modeling support, would the respectidecision criteria be
internalized and become automatically used by nesdadr abandoned with time are
still unanswered. These should still be addresgddthre research.
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