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3D Shape Recovery of Smooth Surfaces: Dropping
the Fixed Viewpoint Assumption

Yael MosesMember, IEEE and Ilan ShimshoniMember, IEEE

Abstract— We present a new method for recovering the 3D
shape of a featureless smooth surface from three or more
calibrated images illuminated by different light sources (three
of them are independent). This method is unique in its ability to
handle images taken from unconstrained perspective viewpoints
and unconstrained illumination directions. The correspondence
between such images is hard to compute and no other known
method can handle this problem locally from a small number
of images. Our method combines geometric and photometric
information in order to recover dense correspondence between
the images and accurately computes the 3D shape. Only a
single pass starting at one point and local computation are
used. This is in contrast to methods which use the occluding
contours recovered from many images to initialize and constrain
an optimization process. The output of our method can be usedto
initialize such processes. In the special case of fixed viewpoint, the
proposed method becomes a new perspective photometric stereo
algorithm. Nevertheless, the introduction of the multiview setup,
self-occlusions and regions close to the occluding boundaries
are better handled, and the method is more robust to noise
than photometric stereo. Experimental results are presented for
simulated and real images.

Index Terms— 3D shape reconstruction, featureless objects.

I. I NTRODUCTION

We present a method for recovering the 3D shape of
a smooth featureless surface. Our system accepts as input
three or more calibrated images of the surface, taken from
different viewpoints (there can be a wide baseline between
the camera positions) and illuminated by different known
distant point light sources (three of them are independent).
The surface is assumed to be Lambertian, and the perspective
projection model is used. This is a challenging problem for
which classical methods for shape recovery, both geometric
or photometric, are inadequate, since correspondence between
such images is hard to compute. Geometric methods, such
as stereo or structure from motion, are based on the recov-
ery of corresponding points in different images. Determining
correspondence for images of the type considered in this
paper is hard because the surface is assumed to be featureless
and the grey-level values of corresponding points can vary
considerably between images when the direction of the light
source changes. This is demonstrated in Figure 1. In classical
photometric stereo [40], [31], the input images are taken with
different lighting directions but from the same viewpoint.
The fixed viewpoint assumption provides the correspondence
for such methods. In the general setup considered here, the
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fixed viewpoint assumption does not hold and therefore these
methods cannot be directly applied to our images.

Our method accurately computes the surface shape of 3D
objects by combining geometric and photometric information.
A dense correspondence between the set of input images is
recovered, despite the dissimilarity of corresponding features
when lighting and viewpoint directions change from image
to image. The general idea is to propagate correspondences
over the surface and simultaneously recover its 3D shape.
Given a set of corresponding points, we can compute the
3D location using geometric stereo triangulation. We can also
compute the normal to the point using local photometric
information (e.g., classical photometric stereo [40], [31] or
more general methods [1]). The recovered 3D point and
surface normal define the local shape of the surface, which
is then used to propagate the correspondence more accurately
than possible by shape-from-shading algorithms [16]. This
process is repeated to recover the full 3D shape. A simplified
version of this process is illustrated in Figure 2. Noise, self-
occlusions, and shadows are overcome by using a few more
images than the minimum required for shape recovery from
shading. In contrast to whole-object optimization methods
(e.g., [19], [34]), our method performs the shape recovery
in a single pass, as in [6], [21]. In some applications, the
output of our method can also be used to initialize whole-
object optimization methods. This replaces, for example, the
visual hull created from the occluding contours of a large set
of images (e.g.,[20], [41], [39], [15], [2].

Note that traditional geometric methods assume that corre-
sponding points have similar intensities. Differences in inten-
sity values of corresponding points are often regarded by these
methods as noise. In our case the intensities of corresponding
points are expected to be different since the light source
changes from image to image. Thus, these differences, rather
than being considered noise, become a source of information
for computing the local approximation of the surface shape.
Combining geometric and photometric information allows us
to draw on both, while overcoming their weaknesses. We
overcome the weakness of photometric stereo by dropping the
fixed viewpoint assumption while using additional geometric
information. In the simple case when a single viewpoint is con-
sidered, the algorithm is reduced to a straightforward method
for handling perspective photometric stereo. When different
viewpoints are considered, it also allows the depth factor
ambiguity to be eliminated. In addition, the method can handle
self-occlusion because more than a single viewpoint is used.
We overcome the weaknesses of geometric stereo through
our ability to handle images of featureless, smooth surfaces
illuminated by different light sources while using photometric
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Fig. 1. This figure demonstrates that the intensities of the corresponding points taken under different illumination conditions can differ considerably. The
intensity values of corresponding lines in the two images,(a) and (b), are shown in(c). If the two images had also been taken from different viewpoints, as
in the general setup, an additional non-uniform foreshortening effect would have taken place as well.

a b c

Fig. 2. A simplified illustration of the algorithm.(a) Given a pair of corresponding points, the 3D location is computed using triangulation and the normal
at that point is computed using photometric stereo. The normal and the 3D point location determine the tangent plane to the surface at that point (the red
line). (b) A point on this plane is then re-projected to the images and used to compute a new set of corresponding points (the blue points). (c) The new
correspondence determines a new normal and a new tangent plane (the blue line).

information to obtain support for the reconstructed 3D shape.

Running our algorithm on synthetic and real data reveals
that the combined photometric and geometric constraints offer
us a powerful tool for handling general images of smooth
surfaces. Our one-pass results can be used as a starting point
for higher level iterative methods for shape recovery (e.g., [34],
[16]). Moreover, since the surface shape is overdetermined
when both photometric and geometric information are used,
we expect that in future work the camera and light parameters
will also be obtainable directly from the images.

The paper continues as follows. We first elaborate on
previous related work in Section I-A. In Section II we present
the basic derivation of our method and the special case of fixed
viewpoint (photometric stereo). Extensions to the basic method
are discussed in Section III. We then present experimental
results run on simulated and real data in Section IV. Future
research directions are discussed in Section V.

A preliminary version of this work was published in [30].

A. Previous work

The direct method for recovering the shape of a smooth
Lambertian object from a single image is the shape-from-
shading method proposed by Horn [16]. Since the problem
is ill-posed, strong assumptions such as smoothness, ortho-
graphic projection, and constant albedo must be used to
compensate for the lack of information. Numerical methods
which solve partial differential equations were developedto
enforce the smoothness and the photometric constraints [19],
[34]. Please refer to [8], [25], [44] for surveys on this subject.
Shape-from-shading algorithms were recently extended to deal
with the more accurate perspective projection model [32],
[38]. This projection is also used in our algorithm. Shape-
from-shading algorithms usually have to be provided with the
light source direction and intensity. This requirement hasbeen
lifted in [34], [45], which recover the light source information
together with the 3D shape. One type of shape-from-shading
algorithm starts at a special point at which the normal to the
surface is known and propagates the recovered local shape
over the whole surface in one pass [6], [21], [23], [22],
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[4], [33]. Our method also makes use of one-pass shape
propagation. However, the shape information is recovered from
three or more images, while the shape-from-shading approach
relies only on a single image. As a result, we can relax the
assumption of fixed albedo, and obtain more accurate results.
This is not surprising: when more images of the surface are
used, more information becomes available.

Photometric stereo methods [40], [31], [25] compute the
surface normal at each point on the surface without relying
on smoothness constraints by using only the local intensity
value at the point. This is done by taking several images
from the same viewpoint but with different lighting directions.
Once the normal has been computed everywhere, the shape is
recovered by integrating the normals over the entire image.
Thus, the normals are computed more accurately than in
shape-from-shading algorithms but the error increases in the
final step of the algorithm because no geometric informationis
available. The quality of the results can be improved by using
global integration techniques such as multi-grid [24]. These
algorithms have to be supplied with the lighting information
about the different images and use the orthographic projection
model. Several works have been published that extend the ba-
sic method and drop several of its simplifying assumptions [5],
[27], [42], [14], [9], [11]. One method for improving the
quality of the recovered shape is to supply the algorithm with
a small number of anchor points for which the 3D coordinates
are known. These points can be obtained using standard stereo
methods [17], [18], [12]. Traditional photometric stereo meth-
ods assumed the orthographic projection model. A perspective
projection photometric stereo algorithm was recently proposed
by the authors of [37]. This is an extension of their previous
work on shape from shading under perspective projection [38].
[7] proposes an improved method for normal integration for
orthographic and perspective photometric stereo. A special
case of our method where all images are taken from the same
viewpoint provides an alternative, straightforward solution to
this problem.

Multiview stereo deals with the problem of 3D recon-
struction of smooth Lambertian surfaces taken from multiple
viewpoints under fixed illumination. These methods often use
a large number of images taken by placing the object on a
rotating turntable and rely on the occluding boundaries of each
image and photometric information. All this information is
used as input for various optimization techniques. In [10] a
variational method based on solving PDE’s using level sets
is presented. The intensity values in the image are used in a
smart way only for evaluating the quality of correspondences
on the featureless surface. [20] uses a variational optimization
method to recover the shape, the lighting, and a piecewise
constant albedo. In [41], the visual hull is used as a coarse
shape approximation represented as a mesh. The algorithm
alternates between improving and refining the mesh and es-
timating the view independent reflectance model parameters.
The reflectance model consists of diffuse and specular com-
ponents and unknown lighting parameters. Although it seems
that these methods could be extendable to deal with varying
illumination this extension was not attempted by the authors.
In [26] a global continuous optimization scheme for solving

this problem is proposed.
Recent studies address the problem of shape recovery of

smooth surfaces under non-fixed viewpoint with limited il-
lumination variations. In [36], [29], the shape of a moving
object is recovered. The relationship between the changes
in lighting and viewing conditions is exploited to yield a
modified stereo algorithm. In [43], [28], an iterative scheme
is introduced which is able to recover the 3D structure and
the camera motion under the same settings. A work that
uses an experimental setup similar to ours was presented
in [39]. The photometric constraints were only used to verify
the 3D structure but not to locally estimate the surface and
propagate the correspondences. The advantage of this method
is that the surface does not have to be almost entirely smooth.
Nonetheless, many more images are needed to determine the
3D shape. An example of a method that fully exploits the
photometric constraints is given in [2], where a variational
method implemented as a PDE-driven surface evolution in-
terleaved with reflectance estimation is described. Impressive
results are obtained by [15] which uses a similar setup. In
a preprocessing step the camera positions and the distant
point light source directions are estimated from the images.
Then, the shape is reconstructed using the silhouettes of the
object and the photometric stereo constraints. The algorithm
alternates between estimating the 3D surface and computing
the normals using photometric stereo. Our method differs from
this work in several aspects. We use a relatively small number
of images (about 5), we propagate the shape starting from a
single point, and do not rely on occluding contours.

The only similar work which strongly integrates geometric
and photometric constraints in shape recovery propagationwas
presented in [35]. There we addressed the special problem
of recovering the shape of a smooth, bilaterally symmetric
surface from a single image. The geometric and photometric
constraints were integrated to compute correspondence be-
tween the two halves of the symmetric surface, and hence to
compute its 3D shape. In both works the reconstruction starts
from a single point and does not rely on the visual hull of the
object created from silhouettes of many images to constrain
the reconstruction.

II. T HE BASIC APPROACH

Considern calibrated images of a featureless surface taken
from different known camera positions under different known
lighting conditions. The numbern must be sufficient for
local normal recovery from photometric information when
correspondence is known. The method used to recover the
normal is irrelevant for our purposes, as long as it can be
locally computed from the intensities of a set of corresponding
points in then images. Here we assume perspective projection
and a Lambertian surface. We use classic photometric stereo
for recovering the local normal. In this case,n ≥ 3 images
suffice (since we do not assume constant albedo).

In this section we show that a single set of corresponding
points is sufficient for propagating the correspondence over
the entire image and computing the 3D shape.
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A. Notation

The following notations are used in existing geometric and
photometric image analysis methods to recover 3D structure.

Geometry: Let Mi, 1 ≤ i ≤ n be the known perspective
projection matrices of then images. Given a 3D surface point
P (0), the projection of the point to then images is given by:

p
(0)
i

∼= MiP
(0), 1 ≤ i ≤ n. (1)

(Throughout the paper we denote by superscript the point
number and by subscript the image number.) The inverse
problem is to recoverP (0) given its projections to the images
p
(0)
1 , p

(0)
2 , · · · , p

(0)
n using geometric stereo. In this case, each

instance of Eq. 1 can be converted into two linear equations
in the coordinates ofP (0). Thus, when given two or more
projections of a point, its 3D position can be recovered using
least squares, or by finding the optimal corrected position of
the input points [13].

Photometry: Let li, 1 ≤ i ≤ n be the known lighting
vectors, where eachli is pointing to the light source and the
magnitude of eachli is the light source intensity. Denote by
L = [l1, · · · , ln]

T the matrix of all lighting vectors.
Let P (0) be a surface point whose normal and albedo are

given by the vectorN (0). The direction ofN (0) is the normal
direction at the pointP (0) and its magnitude is the albedo at
that point. Denote byI(0)

i the intensities atp(0)
i for 1 ≤ i ≤ n.

The vectorI(0) =
[

I
(0)
1 , · · · , I

(0)
n

]T

is the intensity vector of
the corresponding points. Under the Lambertian model, where
I
(0)
i = ℓiN

(0), we obtain:

I(0) = LN (0). (2)

Thus, whenL and I(0) are given,N (0) can be recovered
using a least squares procedure (photometric stereo). Thatis,

N (0) = L+I(0), (3)

whereL+ is the pseudoinverse ofL.

B. Combining photometry and geometry

Here we propose our basic method for combining photo-
metric and geometric constraints for computing the 3D shape,
starting from a single given correspondence and propagating
the computation over the entire image. Extensions of the basic
method are presented in the next section.

Given a corresponding set of points,p
(0)
i , 1 ≤ i ≤ n, we

can compute the surface pointP (0) (by geometric stereo, using
Eq. 1) and its normal to the surfaceN (0) (by photometric
stereo, Eq. 3). The task then is to compute a new point on
the surface,P (1), based onP (0) andN (0). Consider a small
step,δ, on the first image to a neighboring pointp

(1)
1 = p

(0)
1 +

δ. The new surface point that projects to the image pointp
(1)
1

must lie on the ray of points that projects to the pointp
(1)
1 .

This ray is given by:

P (α) = (1 − α)O1 + αPδ, (4)

whereO1 is the known center of projection of the first camera,
[Pδ, 1] ∼= M+

1 p
(1)
1 is a point that projects top(1)

1 , andα is a
scalar. Any value ofα uniquely determines a 3D point in space
that projects top(1)

1 . That is,P (1) = P (α) for someα. Since
we are looking forP (1) on the surface,α can be determined
using a local surface approximation that is computed from the
surface normals.

Here we consider first order approximation, where the
surface is assumed to be locally planar (see Figure 2 for an
illustration of the algorithm). The surface is locally approxi-
mated by the pointP (0) and the tangent plane to that point,
which can be computed using the normalN (0). For the point
P (1) to lie on the tangent plane atP (0) it must satisfy:

N (0)(P (1) − P (0)) = 0. (5)

The two constraints onP (1) , Eq. 4 and Eq. 5, yield a unique
value forα, α1:

α1 =
(P (0) − O1)

T N (0)

(Pδ − O1)T N (0)
. (6)

OnceP (1) = P (α1) has been estimated, its projection to all
the imagesp(1)

i , 1 ≤ i ≤ n is computed, yielding a new set of
corresponding points. The surface normal to this point,N (1),
can be computed using Eq. 3. Note that any other method for
normal recovery based on shading information can be used
here instead of the classic photometric stereo method. For
highly curved regions, first order approximations might not
be sufficient; we consider such cases in Sections III-C and
III-D.

To recover the entire surface, the basic scheme starts with
a set of corresponding points, and propagates the correspon-
dence as described above. The order of propagation is not
expected to affect the recovered surface as long as the data
is noise free. To reduce error accumulation due to noise, the
propagation order is chosen such that the length of the path
between the original pixel and the target pixel is minimal.
This can be done by propagating the correspondence in all
directions from the given pixel, that is, by a breadth-first search
(BFS) traversal of the image. This traversal also circumvents
regions for which the propagation cannot be computed (e.g.,
shadowed pixels).

Our method can be regarded as a traversal of the 3D
surface. In our implementation we use a reference image to
perform this traversal. The use of a reference image may cause
problems when the object is self-occluded. In this case, two
or more surface points are projected to a single point on
the reference image and only one of these surface points is
recovered. Since our method can identify occluding (or self
occluding) boundaries, a switch of the reference image may
overcome this problem. In addition, in our implementation
the size of the stepδ is of a single pixel in the reference
image. The value ofδ can be modified reducing it close to
the occluding boundary or at regions with high curvature in
order to increase the accuracy. Again, switching to a different
reference image, or more generally performing the traversal
on the surface itself (as done in [41], [20]), may handle this
problem as well. These solutions were not implemented in this
paper but can be done in a straightforward manner.
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C. Photometric stereo

A special case of our setup is when all images are taken
from the same viewpoint. In this case the setup is identical
to perspective photometric stereo. In photometric stereo,the
normals are estimated from the intensity of corresponding
points. In this case the correspondence between image points
is trivial. The depth of a point is then computed by some
integration method using these normals. The contribution of
our method in this case is reduced to the integration pro-
cess, and to basic error correction (as explained in the next
section). In our method, the integration is performed under
perspective projection using Eq. 6, as illustrated in Figure 2.
Independently, [37] also derived a perspective photometric
stereo algorithm, presenting a new method to transform the
object coordinate system to the image coordinate system when
the perspective projection model is considered.

A comparison of the photometric stereo setup (fixed view-
point) to the general viewpoint setup reveals several differ-
ences. The fixed viewpoint assumption results in a trivial
solution to the correspondence problem. Therefore, errorsdue
to incorrect correspondence are eliminated. However, dropping
this assumption results not only in a more general setup,
which can be used on arbitrary images, but also has several
computational advantages. For example, occluded regions in
one view can be recovered from a different view. In addition,
the overdetermined 3D information from both geometric and
photometric data can be used to correct the 3D reconstruction
(see Section III-D). Experimental results showing the superi-
ority of the general case are presented in Section IV.

III. M ETHOD EXTENSIONS

The reconstruction method of the basic approach is expected
to be sensitive to noise, shadows, and self-occlusions. In
particular, since the method is strongly based on propagation,
a single error can affect the rest of the reconstruction. In this
section we suggest several extensions of the basic method to
improve the quality of the reconstruction and reduce the nega-
tive impact of noise. It includes using a larger number of input
images, computing local error corrections, and considering a
higher order approximation of the surface. Finally, we present
a method for automatically estimating the initial 3D point used
for starting the propagation.

A. Multi-neighbor propagation

In the basic scheme, the correspondence for a given target
pixel is estimated using a single neighbor whose 3D location
and normal have already been computed. As a result, a single
error can affect the rest of the reconstruction. To reduce the
errors caused by noise, we use more than a single neighbor to
compute the target pixel. A set of candidate locations for the
target point is computed from each of its already computed
neighbors (in a 8-pixel neighborhood). One possibility is to
choose the best location from this set using a score function
(see Section III-D). In our scheme, calledmulti-neighbor
propagation, the average of the set of locations is chosen as
the target point location. As we showed experimentally in

Section IV, using multi-neighbor rather than single neighbor
propagation improves the reconstruction considerably.

The traversal order is also expected to affect the result.
The basic propagation was based on a BFS traversal. The
traversal order in this case was dictated by the shortest distance
to the initial corresponding point. Since our multi-neighbor
propagation uses all of the already computed target point
location neighbors, we should choose the traversal order in
which, for each target pixel, as many neighbors as possible
have already been computed. To choose the traversal order
that meets these conditions, the eight neighbors of a given
computed target pixel are inserted into the queue. First we
insert the four vertical and horizontal neighboring pixelsand
then the four neighbors on the diagonal. It can be shown
that each target pixel will have at least three pre-computed
neighbors.

Other choices for the image traversal can improve the
reconstruction. In particular, we could set a higher priority
for points that are expected to be more reliable, using the
score function defined below (Section III-D). In addition, the
planarity of a region determines the expected reliability of
its reconstruction. Since curved surface regions correspond
to image regions with high gradients, higher priority can be
assigned to regions with a low intensity gradient. Finally,
image regions containing extreme intensity values are expected
to be unreliable, since they may contain image highlights.
Again, these regions can have lower priority in the traversal
queue.

In general, an error term can be computed for each possible
candidate for propagation using the scores defined in Sec-
tion III-D. At each step, the propagation will be performed at
the pixel with the lowest score. Then the score of its neighbors
will be updated.

B. Using more than three images

A minimum of three intensity values is required for recov-
ering the normal of a given surface point and its albedo using
photometric stereo. Therefore, three images were used in the
basic scheme. Our method can be easily extended to use a
larger set of input images because the same solution to the
correspondence problem will also work on a larger number of
images. The information available in a larger set of images
improves the scheme’s robustness and allows occlusions and
shadows to be handled without introducing holes in regions
for which a set of three images does not include enough
information.

When each surface point is visible and not shadowed in all
the images in the set, the normal can be computed from more
than three intensity values by using Eq. 2. Such a least squares
computation improves the system’s accuracy. The least squares
error,

s
(0)
int = |I(0) − LN (0)|, (7)

can also be used to locally evaluate the quality of the estimated
normal. Using Eq. 2, we obtain:

s
(0)
int = |I(0) − LL+I(0)|. (8)
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A surface point is not necessarily visible and illuminated in
all images. For non-convex surfaces in particular, occlusion
and self-shadowing are expected to occur in some of the
images for some of the surface points. When the set of input
images is larger than three, a subset of at least three images
from which the normal and the albedo can be recovered is
sufficient for each surface point. Thus, a larger part of the
surface can be recovered. To define the subset of images for a
given surface point we have to detect for each of the images
shadowed and saturated pixels, as well as occluded pixels. The
shadowed points are easy to detect since their intensity value
is close to zero. Similarly, we can also avoid using pixels
whose intensity values are close to the saturation values of
each image.

Occluded points or noisy pixels can be detected using the
score function given in Eq. 8. When the score is higher than
a given threshold, one of the following cases is implied:

• One or more of the intensity values is noisy.
• The 3D surface point is invisible in one of the images

due to occlusion, and therefore its intensity value in that
image is the intensity of the 3D point that occludes it.

• The 3D point is incorrect, and therefore its projection to
the images results in an arbitrary set of intensities.

In the first two cases, a subset of the intensity values can
be used if the score obtained in Eq. 8 is smaller than the
threshold. Note that if the size of the set is three, the score
will always be zero. Therefore we are looking for the largest
set such that the score is still smaller than the threshold. For
the last case, a local error correction can be applied, as will
be discussed in Section III-D.

The benefits of using more than three images are demon-
strated experimentally in Section IV.

C. Second order approximation

For highly curved regions, first order approximations might
not be sufficient. We therefore consider a more general case,
where the surface curve connecting two points is locally
circular. Under this assumption, the average of the normals
at P (0) and P (1), N (0) and N (1), must be orthogonal to the
vector connecting them:

(N (1) + N (0))T (P (1) − P (0)) = 0.

In this caseα must satisfy

(N(α) + N (0))T (P (α) − P (0)) = 0, (9)

whereN(α) = L+I(α) and I(α) is the vector of intensities
of the projection ofP (α) on then images.

We next show that Eq. 9 can be used to compute the value
of α which satisfies it. The value ofα can be computed using
α0, the first order approximation computed using Eq. 6, and
the image derivatives in the epipolar direction at each of the
images.

Let α = α0 + δα. The first order approximations forI(α),
N(α), andP (α) are given by:

I(α) ≈ I(α0) + δα
∂I(α0)

∂α
(10)

N(α) = N(α0 + δα)

≈ L+(I(α0) + δα
∂I

∂α
(α0))

= N(α0) + δαL+ ∂I

∂α
(α0) (11)

P (α) = (1 − α)O1 + αPδ

= (1 − α0 − δα)O1 + (α0 + δα)Pδ

= (1 − α0)O1 + α0Pδ + δα(Pδ − O1)

= P (α0) + δα(Pδ − O1). (12)

Substituting the above terms into Eq. 9 yields:

(N(α0) + δαL+ ∂I

∂α
(α0) + N (0)) · (P (α0) +

δα(Pδ − O1) − P (0)) = 0.

Since all the terms in the above equation exceptδα can be
computed in advance, we are left with the following quadratic
equation inδα:

L+ ∂I

∂α
(α0)(Pδ − O1)δ

2
α

+(L+ ∂I

∂α
(α0)(P (α0)−

P (0)) + (Pδ − O1)(N(α0) + N (0)))δα

+(N(α0) + N (0))(P (α0) − P (0)) = 0. (13)

The second order approximation can be used directly for
estimatingα. We, however, use it as part of a score function
that evaluates the quality of the local shape as described below.

D. Local evaluation and local correction

We base our definition of a score function on the continuity
assumptions of the local neighborhood of a target pixel. This
score is used for improving the surface reconstruction where
a new target point is computed.

The score function is defined as a weighted sum of several
subscores. The first subscore is based on the intensity values
of the projection of the target point to the set of images, as
defined in Eq. 8. We next define subscores which are based
on the already computed neighbors of the target pixel. Let
neighb be this set of pixels. LetN (i), ρi, and Pi be the
computed normal, albedo, and 3D location computed for each
pi ∈ neighb. Similarly, let N (t), ρt, andPt be the candidate
normal, albedo, and 3D location of the target point. We can
now define the local continuity subscores:
Continuity of the normal direction: the angle between the
computed target normal and the average normal of its already
computed neighborhood,

sdirec = 1 −
1

|neighb|

∑

pi∈neighb

|N (i)N (t)|. (14)

Continuity of the albedo: the average difference between the
computed target albedo and the albedo of its already computed
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neighborhood,

salbedo =
1

|neighb|

∑

pi∈neighb

|ρi − ρt|. (15)

Continuity of the shape: the 3D distance between the com-
puted target point andPmean, the average 3D location of its
already computed neighborhood,

sloc = ||Pmean − Pt||. (16)

Finally we define a subscore that measures the consistency
between the 3D location of the computed points and their
normals. This score is based on the analysis in Section III-C.
Consistency of 3D point location and shape normal:The
normal to the target point and the 3D location of the target
point should be consistent with a second order approximation
of the shape. This does not necessarily hold when the target
point is computed from the first order approximation. In that
case it can be used as a measure for evaluating the target point,

sshape/norm =
∑

pi∈neighb(t)

(N (pi) + N (t))

||N (pi) + N (t)||

(Pi − Pt)

||Pi − Pt||
.

(17)
For each subscore, a different threshold is defined, using

the subscore’s expected values. For example,thdirec is the
threshold chosen for the continuity of the normal direction.
The final score is then defined by:

s =
sint

thint
+

sdirec

thdirec
+

sloc

thloc
+

salbedo

thalbedo
+

sshape/norm

thshape/norm
. (18)

A high error score for a target point implies that either
the entire reconstruction so far is incorrect or that the re-
construction of that point is incorrect. Since our method is
based on propagation, a single point can affect the rest of the
computation. We considered three possibilities for using this
score to improve the computation:
Remove unreliable points:target pixels with a high score are
removed from the computation. As a result, the full shape is
not reconstructed (see Figure 11).
Compute a new target normal:The score of a target point is
reduced by choosing a subset of images to compute the new
normal.
Correct target point location: The score of a target point
is reduced by modifying its 3D location. We search for a 3D
point located on the ray whose points project to the target
pixel, which minimizes the score. The 3D location of the point
is defined byα. We search for the value ofα in the range that
satisfiessloc < thloc. We compute the range ofα from the
average location of its already computed neighborsPmean.
Using Eq. 4, the range ofα is the solution of the following
quadratic equation inα:

((1 − α)O1 + αPt − Pmean)T

((1 − α)O1 + αPt − Pmean) < th2
loc.

In our experiments, the influence of the score function on
the computation is demonstrated on synthetic and real images.
Note that the score described here is based only on the close
neighborhood of a target point. In the next section we describe
a score that is based on a larger region. This score is used for
automatic detection of the starting point.

E. Automatic detection of the starting point

The starting point of the propagation process can be auto-
matically detected using the integrability constraint. The basic
idea is to choose a pixel in one image as an initial point
and search for its correct 3D location. The 3D location is
determined by a single parameterα, which is the distance
along the 3D ray of the image point. We use the integrability
constraint to evaluate a givenα. This is done in the following
manner. We select a closed path in the image starting and
ending at the selected pixel. Using the basic scheme, the 3D
depth is computed for all pixels on the path starting with the
initial point whose depth is determined byα. The integrability
constraint stipulates that the depths computed for the first
and last pixels in the closed path (which are both the initial
point) are the same. Thus, the score of each value ofα is the
difference in depths between the two points. The algorithm
selects theα which minimizes this difference. We select the
path to be in a relatively smooth region, where the basic
method can be used to recover the 3D shape and the normals
quite accurately even though error correction is not performed
along the path. For robustness, several different closed paths
are used in order to determine the optimal starting point. The
initial 3D point for this part of the algorithm is chosen to be
a point on a relatively smooth region in one of the images,
and the range ofα is chosen such that the projection of the
3D point is in the range of all the images. In Section IV-B
we show that this method can accurately estimate the correct
initial point.

IV. EXPERIMENTAL RESULTS

We have implemented several variants of our method and
tested them on simulated and real image sets. Simulated image
sets enable us to compare the results with the ground truth.
Running the algorithm on a real image set is more challenging
because we have to supply the algorithm with projection
matrices and lighting information, which also have to be
recovered from the images. In addition, the algorithm has to
deal with image noise and the inaccuracies of the Lambertian
model.

A. Simulated images

We generated several sets of simulated images of a bust
of Mozart from a 3D range image which was used also
in [32]. We chose this object since it has considerable shape
variability - high curvature, low curvature, self occlusion etc.
The geometric and photometric properties of the generated
images match the model used by our algorithm (a perspective
projection image of a Lambertian surface with a distant point
light source). The size of each image is280 × 280. The
images of the first set were generated as being shot from
different viewpoints and illuminated from different directions.
The images and their parameters are presented in the first
row of Figure 3. Four variations of this set of images were
used for testing various aspects of our method. This includes
adding noise (e.g., Figure 4a), changing albedo (second row
of Figure 3), adding noise and albedo change (e.g., Figure 4b),
and adding a synthetic shadow (e.g., Figure 4c). For testing
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Image 1 Image 2 Image 3 Image 4 Image 5
l : (0, 0,−1) (0.45, 0,−0.89) (0.18,−0.44,−0.88) (−0.28, 0.19,−0.94) (−0.57, 0,−0.82)

θ : (0, 0, 0) (0.2, 0.3, 0) (0, 0, 0) (−0.2, 0, 0) (0,−0.5, 0.3)

T : (0, 0,−1000) (300, 0,−1000) (40,−40,−1000) (−140,−400,−1000) (−500,−200,−800)

Fig. 3. First row The five synthetic noise-free images with fixed albedo used inthe experiments. The starting corresponding point is marked by a blue star.
Second rowThe five synthetic noise-free images with non-fixed albedo used in the experiments. The illumination vector,l, the rotation vector,θ = (θx, θy , θz),
and the translation vector,T , are given for each image.

a

b

c

a b c

Fig. 4. The three lines superimposed on (a) indicate the location of the cross-sections presented in Figure 7. (a-b) examples of Gaussian noise added to
Image 1 in the first (σ = 30) and second (σ = 20) rows of Fig 3. Similar noise was added to all the images in Figures 3 & 5. (c) the “shadow” patch added
to Image 1.

Fig. 5. The five noise-free synthetic images used in the photometric stereo experiments. Noise similar to Figure 4a was also added to this set.

our photometric stereo algorithm, we generated two sets of
images all being shot from a single viewpoint and illuminated
by the point light sources used in the first set. The first set
was noise free (see Figure 5) and the second set had additive
Gaussian noise withσ = 30 (see Figure 4a).

The basic approach and its extension were implemented
in Matlab. In all cases only a first order approximation of
the surface was used. The algorithms received the parame-

ters (cameras and illumination) that were used to generate
the images, and an initial known 3D point to initialize the
propagation. This point is marked by a blue star in each of the
images in Figure 3. The reconstructed surfaces for the various
algorithms are presented in Figure 6. Cross-sections of thereal
3D structure and the recovered ones are then plotted for a more
precise comparison in Figures 7 & 9. We next elaborate on
the different experiments we performed on the set of synthetic
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a b c d

Fig. 6. 3D surfaces obtained by (a) the basic scheme run on three noise free images; (b) the full scheme run on five noise free images; (c) the full scheme
run on five noisy images; (d) photometric stereo run on five noisy images.

images and their results.

[a] Basic scheme on noise free images: We compare
the results of our basic algorithm (without using the score
to remove points or correct errors) on three and five images.
The propagation begins from the initial point. Cross-sections
through the reconstructed surfaces are presented in the first
row of Figure 7. The reconstructed surface closely resembles
the original data. Note that this is true even for recovered
regions far from the starting point (see cross-section C). The
reconstruction starts to drift in the hair area of the Mozart
head (the left part of cross-section B). This is the result of
propagating the 3D shape over unreliable regions (the edge
between the face and the hair). When five images instead of
three are used, the reconstruction of the hair area is improved,
but bears only a distant resemblance to the original data. Thus,
error correction is needed. The reconstructed surface obtained
by the basic algorithm running on three noise-free images is
shown in Figure 6a.

[b] Error correction on noise free images: In the second
experiment, we apply the error correction on three and five
images. The parameters of the score function are:tint = 8,
tdirec = 0.1, tloc = 3, talbedo = 0.1 and tshape/norm = 0.1.
The global threshold is6. The second row of Figure 7 shows
that error correction improves the results considerably inthe
problematic hair region even when only three images are used.
When five images are used, the results are almost perfect.

[c] Error correction on images with Gaussian noise: In

these experiments, we used the first set of images to which
Gaussian noise was added (see Figure 4a for an example of
one of these images). The Gaussian noise was independently
added to each pixel, withσ = 30. The results, are shown in the
third row of Figure 7. For the basic algorithm, the results bear
little resemblance to the ground truth 3D data. Three different
error correction procedures were then compared, using the
score functions suggested in Section III-D, and using the
same parameters of the score function as in the previous
experiments [b]. We first ran the procedure which discards
points with overall scores higher than6, but the reconstruction
failed to propagate to regions which are not in the immediate
vicinity of the starting point. We therefore do not display this
case. We then ran a second procedure. When points with high
scores are encountered, it searches for a subset of images
which yields a low score value. We use this subset to compute
the surface normal. When the score remains high, the point
is removed from the computation. In the final run, points for
which the first type of correction has failed are corrected by
trying to find the optimal depth (value ofα). The optimal
depth yields the lowest score. Again, points with scores higher
than 6 are discarded. The quality of the reconstruction is
similar in both cases and is superior to the result of the basic
scheme. The advantage of the third type of correction is that
the reconstructed part of the face is larger. The reconstructed
surface obtained by the full scheme is shown in Figure 6c.

We used the same parameters of the score function in all the
synthetic experiments. The global threshold is the one which
affects the performance of the algorithm. When taken to be
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too small, the reconstruction fails to propagate over significant
parts of the shape. In the other extreme, when the global
threshold is too large, erroneous pixels are reconstructedcaus-
ing propagation errors as if the error correction mechanismis
turned off. The algorithm is not very sensitive to the actual
value of the threshold between6−10, yielding similar results.

[d] Varying albedo: In this experiment we tested two sets
of images which were generated with varying albedo. The
albedo used to generate the images is a Sinus function along
the x-direction with an amplitude of0.6 (see second row of
Figure 3). The first set consists of noise free images, while
the second consists of the same images with added Gaussian
noise (σ = 20). One of the five noisy images is shown in
Figure 4b. The fourth row of Figure 7 shows the results of our
full method on these two sets of images. As can be seen, the
reconstruction is not affected when objects with varying albedo
are considered. Moreover, the albedo is correctly recovered by
our method, as shown in Figure 8a.

[e] Shadows: In this experiment, we tested the ability of
the algorithm to deal with pixels which do not agree with the
photometric model. This occurs, for example, when shadows
are cast on the object. We simulate this phenomenon by
replacing an arbitrary image patch in one of the images by
a constant grey-level (value 70), Figure 4c. The algorithm is
able to detect and ignore these pixels, while yielding a correct
reconstruction using the other images. Figure 8b shows the
discarded pixels from the first image in the computation. In
addition to the patch, other pixels with high levels of noise
were also discarded from the computation.

[f] Photometric stereo - fixed viewpoint: The final
experiment on synthetic data compares our method run on
images shot from a fixed viewpoint (photometric stereo) with
the result obtained for images shot from multiple viewpoints.
The results are summarized in Figures 6d & 9. When noise-
free images are considered, the reconstruction obtained for
photometric stereo is good for regions close to the initial
point but deteriorates in remote regions of the image. This
is the result of self-occlusion, which is not dealt with by the
normal integration process. When comparing the results for
photometric stereo on noisy images (σ = 30) with the general
method, the advantage of using multiple viewpoints is evident
(compare to the results plotted in the third row of Figure 7).
Using multiple viewpoints provides more reliable information.
In particular, the general method can detect and handle self-
occluded boundaries and hence propagate correctly the depth
over these boundaries. Photometric stereo, in contrast, fails
there. In addition, multiple viewpoints handle noise better
because the algorithm is able to reason about the depth
information of a given point.

B. Real images

We ran our algorithm on five real images of a mannequin
taken by a standard CCD camera. The original images are
shown in Figure 10. The cameras were internally and exter-
nally calibrated using the camera calibration toolbox [3],with

the help of a piece of checkerboard paper. The light source
direction was estimated using a set of nails and their shadows
(see left-hand image of Figure 10). Vectors connecting nail
tips to their shadows intersect at the light source position.
The 3D tips of the nails were computed by marking their
location by hand in a few calibrated images, and then using
triangulation. The 3D position of the plane on which the
shadows fall was also computed from the projection matrices.
Thus the 3D position of the shadows of the tips of the nails can
also be computed. The ambient light was determined to be the
intensity value in the shadow of the mannequin, and the light
source intensity was chosen to be the maximal intensity value
on the mannequin after the ambient value was subtracted.

Only the facial part of the images was used in the exper-
iment, as shown on the first row of Figure 12. The images
were smoothed with a Gaussian mask, withσ = 2. The initial
corresponding points were chosen by hand and then fine-tuned
to minimize the cost function in Eq. 18. An experiment for
automatic detection of the initial point is described below.

We present here the results of three versions of our algo-
rithm. The first is thebasicmethod, which is based on a single-
neighbor propagation with no error correction; The second,
more advanced method uses multi-neighbor propagation, and
unreliable points, defined by the score function, are removed.
Finally, we use the complete scheme with multi-neighbor
propagation and full error correction. The parameters used
for the score function arethint = 5, thdirec = 0.1, thloc =
2, thalbedo = 0.1 thshape/norm = 0.1 and the global threshold
is ths = 10.

To evaluate algorithm performance we present in Figure 11
the reconstructed surfaces. In Figure 12 we display the com-
puted correspondence of a set of points in the five images.
The correspondence set is computed as the projection of the
computed 3D points to each of the images, where correspond-
ing points are marked in the same color. Even in regions
which are far from the initial starting point (marked by a black
star), the correspondence is good despite the large variations
in viewpoint and illumination direction. Finally, severalcross-
sections of the surfaces recovered by the algorithms are
displayed in Figure 13.

Overall, the results demonstrate that the proposed method
works very well on real images. The basic scheme already
gives a rough 3D shape of the object. Adding multi-neighbor
propagation to the basic scheme greatly improves the basic
scheme. The score function allows us to stop possible drifting
of the 3D shape due to errors. It also causes holes to appear
in the reconstructed shape, which stop the reconstruction in
unreliable regions. Finally, error correction allows the gaps
to be filled in and the reconstructed shape to be extended
correctly.

In the final experiment we tested our method for automatic
detection of the 3D starting point. The process and the results
are shown in Fig 14. An initial 2D point on the forehead in
the first image was chosen and marked on Fig 14a. The closed
cycles were chosen to be rectangles, each marked in a different
color on the image. The projection of the search domain is
marked on each of the other four images by a yellow line
(Fig 14b-e). Recall thatα (Eq. 4) determines the 3D location
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Fig. 7. In this figure we compare different variants of our algorithm running on the synthetic images. Each column is the 3Dreconstruction along one of the
cross-sections in the 3D shape shown in Figure 4. Each row presents a different experiment, with the red plots representing the ground truth in each.First
row: the blue and green plots are the results of running the basic scheme running on 3 and 5 noise free images.Second row: the blue plot is the result of
running the basic algorithm on 3 images and the green plot is the result when error correction was applied. The black plot is the same as the green but when
the algorithm was run on 5 images.Third row: the blue plot is the result of the basic scheme run on 5 images with noise (σ = 30). The green and the
black plots are the results of applying error correction. The result of changing only the normal at each point is plotted in green, while the black plot consists
of correcting the target point location as well when the normal correction is insufficient.Fourth row: the blue and the green plots are the results of the full
scheme (with error correction) run on the 5 images with varying albedo with and without noise of (σ = 20), respectively.

Fig. 8. (a) The recovered albedo in the varying albedo experiment, see image Figure 4(b); (b) the black pixels are those automatically removed from the
computation in the shadows experiment, using the image shown in Figure 4(c).

of the starting point. We propagate the 3D location of the
points along a closed cycle using the basic approach (the rest
of the image was ignored). The 3D distance between the first
and the last point along a closed cycle is plotted as a function
of α for each of the rectangles (see Fig 14f). In general, we
search for the minimal value on each of these graphs. As can
be seen, three out of the four plots closely agree on the starting
point location. The only plot (in pink) that does not agree with
the rest is the one that corresponds to a rectangle that passes

through relatively high curvature regions. The blue point along
the yellow line in each of the images marks the projection
of the chosen initial 3D point. Looking at the corresponding
points in the four images, we can see that the results are quite
accurate.

V. SUMMARY AND CONCLUSIONS

In this paper we introduced a new single pass shape recon-
struction algorithm for smooth featureless surfaces underthe
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Fig. 9. The photometric stereo experiment: the 3D reconstruction along three cross-sections of the 3D shape as shown in Figure 7. The red plot is the ground
truth; the blue plot is the result of running the basic photometric stereo method on 5 noise-free images. The green and black plots are the results of running
the photometric stereo method on noisy images (σ = 30) without and with error correction.

1 21 2 3 4 5 61 2 3 4 5 6

1
2

3
4

5
6

1 2 3 4 5 6

1
2

3
4

5
6

100 200 300 400 500 600 700 800 900 1000

100

200

300

400

500

600

700

Fig. 10. The real image experimental setup. Calibration paper was used to calibrate the camera location, and a clearly visible subset of the nail shadows
were marked by hand to compute the light source direction. The projections of the nail heads are marked in blue and their shadows in red. The yellow line
is the projection of the light source position to the image plane. The yellow rectangle is the region on which we run our algorithm.

a b c

Fig. 11. 3D surfaces obtained by our method.(a) Propagation based on a single neighbor without error correction (the naive method);(b) and(c), propagation
based on multiple neighbors. In(b) points that have high scores are removed while in(c) points are corrected to have scores below the threshold.

perspective projection model. By enabling independent camera
and light source location, an accurate reconstruction algorithm
is created. It builds on the strengths of photometric stereo,
geometric stereo, and shape-from-shading, where each method
alone cannot handle this task adequately.

The algorithm has been tested in realistic settings using
an experimental setup that enables us to recover the input
parameters to the algorithm from the images. Even though
these parameters were estimated from the images, the resulting

recovered surfaces were quite accurate. These results can be
improved by modifying the reflectance model to deal with
specularities and non-distant light sources. This extension
is relatively straightforward in our setup because, when the
normal to a target point is computed, the 3D location of that
point is already known and therefore the lighting direction
can be computed locally. A more challenging goal would be
to extend the method to deal with other reflectance models.
These reflectance models can be easily incorporated within our



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 1, NO. 8, AUGUST 2002 13

Image 1 Image 2 Image 3 Image 4 Image 5

Fig. 12. The first row consists of the five cropped images used in the experiment. Note that each was taken from a different viewpoint and with a different light
source direction. The blue star is the corresponding point given to the algorithm. The second row consists of a grid of automatically computed corresponding
points on the face images. Corresponding points are marked by the same color on the different images.
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Fig. 13. Cross-sections of the surface shown inImage 1are presented. The red is the naive method with a single neighbor propagation and no error correction
while the blue is the full method with error correction.

general approach, as long as the normal recovery procedure is
local.

Future research will also focus on self-calibration of the
system (for camera and lighting parameters). This will allow
the reconstruction of smooth featureless surfaces from an
arbitrary set of images. In addition, applying whole-object
optimization techniques to the output of our method should
be explored in order to improve the quality of the recovered
surface.
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