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Abstract— Autonomous vehicle driving in urban environ-
ments is a challenging task that requires localization accuracy
exceeding that available from GPS-based inertial guidance
systems. For map-based driving, a 3D laser scanner can be
utilized to localize the vehicle within a previously recorded
3D map. Such scanners are however not feasible for mass
production due to cost considerations. In this paper we present
a localization algorithm that creates an off-line predefined
map and then localizes with respect to this map. First, the
map is constructed by a service vehicle equipped with a
calibrated stereo camera rig and a high precision navigation
system. Then, the global localization ego-pose can be obtained
in any vehicle equipped with a standard GPS and a single
forward looking camera for extracting and matching features to
relevant map candidates. We use a recently proposed estimation
method called SOREPP (Soft Optimization method for Robust
Estimation based on Pose Priors) that utilizes relevant priors
for achieving high performance, fast and reliable estimation,
even with a small fraction of inliers. During the estimation it
uses all the matched correspondences without need for random
sampling to find the inliers. This method eventually obtains
an outlier-free set of landmarks, used to estimate the ego-pose
with high accuracy. We evaluate our algorithm on real world
data comprised of a challenging 4.5km drive. Our algorithm
achieves accurate localization results: a mean lateral absolute
error of 14.35cm and a mean longitudinal absolute error of
18.63cm.

I. INTRODUCTION

Accurate vehicle localization is a challenging problem
for autonomous vehicles. Future driver assistance systems
require a centimeter level of accuracy in the ego pose
estimation. Common approaches address this problem using
a global navigation satellite systems (GNSSs). However this
approach suffers from multi-path and shadowing effects es-
pecially in urban environments. Some expensive approaches
that incorporate a high precision GPS with an inertial mea-
surement unit (IMU) may only reach these accuracies in open
sky environments. Moreover, this solution is prohibitively
expensive for mass production. Thus a cost-effective local-
ization solutions in GPS-denied situation is required.

Recently, methods that use a previously acquired map for
localization are emerging [4], [28], [19]. First a detailed
map of the environment is built from sensors and stored
for future use. In this stage a vehicle (usually designated as
a service vehicle) equipped with calibrated stereo cameras
and a high precision GPS travels a certain route, extracts
3D features from consecutively images and stores them in
a database along with their exact reference ego poses. At

runtime, as the vehicle drives over the mapped routes, it
estimates its position by querying the map for candidates
close to the current ego pose and finds corresponding features
between the current image and the reference image. Usually
this process is followed by robust estimation methods from
the RANSAC family [9]. Finally the global ego pose is
obtained based on the current relative estimation and the
already known database high precision pose. Other map
based approaches [22], [24] incorporate a laser scanner
that provides high precision range measurements and very
convincing results. However these approaches are also very
expensive and raise the question of cost efficiently when
talking about mass production.

In this paper we present a framework that inherits the
characteristics of map-based approaches that creates off-
line a predefined accurate map which contains a set of
vehicle locations of a specific reference driving route. Each
location point from the set has extracted landmarks features
that were viewed from its position associated with their 3D
locations in the world. For this task we have driven a service
vehicle equipped with a high precision GNSS+INS receiver
to derive the ego pose, A calibrated stereo camera rig is
used for the 3D location estimation of a feature set using the
triangulation method [13]. In the on-line localization stage,
we drive the same route using only the input of a monocular
camera setup and a common vehicle GPS to localize with
respect to this map. The main contribution of this paper is
incorporating a recently purposed soft optimization robust
estimation method, called SOREPP [11] that utilizes relevant
pose priors in the area of the desired solution for achieving
high performance reliable matching estimation. It exploits
all the correspondence landmarks without depending on their
inlier fraction. This approach is capable eventually to yield a
very efficient solution whose runtime is independent on the
inlier fractions of the matched landmarks.

The rest of the paper is organized as follows; Related work
is reviewed in Section II. The mapping part is described
in Section III. The on-line localization is elucidated in
Section IV. Our experimental setup and evaluation results
are both described in Section V. Finally a conclusion and
future work are summarized in Section VI.

II. RELATED WORK

The problem of recovering the camera ego-motion is
highly correlated with a recent works on Simultaneous



Localization And Mapping (SLAM) [16], [12], [31], [17],
[7], [30], [27], Visual Odometry (VO) [10], [15], [1] and
map based approaches for localization [28], [3], [26], [6],
[24], [22], [20].

SLAM is the process by which a mobile robot can build
a map of the environment and at the same time use this
map to estimate its own location. The past decade has seen
rapid and exciting progress in solving the SLAM problem.
Since SLAM, in its native form, scales quadratically with
the number of landmarks in the map, a great majority of
works have focus on improving computational efficiency
while ensuring consistent accurate positions and map esti-
mations. Early solutions started with extended Kalman filter
implementations [27] but the focus has more recently shifted
towards the bundle adjustment domain [30]. Although a great
success of reducing the computational complexity the chal-
lenges are still exist especially for real-time implementations.

On the other hand, visual odometry is the process of
estimating the egomotion of the robot using the input of a
single or multiple cameras attached to it. It aims at recovering
only the robot path incrementally, pose after pose, and
potentially optimizing only over the last n poses of the path
such as [14] that introduced a windowed bundle adjustment
approach based on a sliding window optimization. Although
VO has reached maturity that allowed us to successfully
use it for certain classes of applications, it has an intrinsic
problem of drift in long range navigation that are caused
by an error accumulation since visual odometry is based
on relative measurements. Conversely, our method does not
suffer from the drift problem.

Other approaches [28], [22], [24], [29], [18], [4], [3],
[20] to tackle the localization problem are mapped based
approaches which are usually very accurate and achieve
high efficiency reliable solutions. Since these approaches
inherently rely on predefined maps, these maps have to be
very accurate, usually off-line recorded and followed with a
high precision navigation system. For example in the work
of [34] an off-line optimization such as Bundle Adjustment
(BA) [32] was introduced to refine their map’s precision.

The work of Levinson et al. [22] uses a rotating laser
scanner to extract 3D points and match them to a 3D point
cloud map while also considering remittance of laser beam
as an extra measure. Moosmann et al. [24] also uses a
scan matching approach that achieved improved localization
accuracy over high precision GPS. Our approach is different
and uses images of a single camera during localization, the
landmark map is sparser and the sensor is considerably less
expensive.

The works of Badino et al. [4], [3] describe the entire
image by whole image SURF features that significantly
reduce the mapping database storage. They introduced a
topological localization method where visual and laser range
finder features are fused in a histogram filter to yield the
nearest pose of a previously recorded mapping trajectory
during online operation. Although they demonstrated high
efficacy capabilities across wide environmental changes, in-
cluding lighting differences, seasonal variations, and occlu-

sions they achieved an average accuracy of ~ 1 meter which
is insufficient for some autonomous vehicle assignments due
to the fact that intelligent vehicles undoubtedly depend on
accurate ego localization solutions.

Our work is motivated in part by the work of Lategahn et
al. [18] that also exploits a previously computed landmark
map and a monocular camera for localization except that they
also added a fused inertial measurement unit (IMU) for final
refinement. They present significant results and robustness
especially for different day times, but they didn’t provide a
customary experimental results for comparison. They also
published another work [20] that exploits only a vision
system for localization without relying on GNSS navigation
system by utilization holistic features or static objects on
the route as map reference points, then localized relative to
this map objects with high accuracy. This approach however,
requires a supervised labeling procedure of the static objects
during the map creation. Our method is different since our
monocular visual system provides a final accurate solution
without any fusion dependencies on complex refinement
steps of an inertial measurement unit, and especially the need
for supervised activities such as explicitly labeling semantic
objects during the map creation is eliminated. In particular,
our work can be adopted for urban navigation assignment
such that of traveling a certain predefined bounded area even
in GPS denied situations. For example, assuming we consider
an autonomous vehicle that has to report on-line its self
position in a certain urban bounded environment. To this end
an accurate map of the entire environment is created off-line
by using a service vehicle with a high precision navigation
system and calibrated stereo cameras. Then our method is
capable to localize the vehicle with respect to this map.

III. MAP BUILDING

We construct an off-line map by navigating a predefined
route only once using our service vehicle equipped with high
precision Real Time Kinematics (RTK) navigation system
and a calibrated stereo camera rig that can be shown in
Figure 10. This navigation system comprises a GNSS+INS
receiver that is located in the vehicle and an additional
ground-based Differential GPS (DGPS) reference station.
The whole system has the capability of delivering up to
several centimetres level accuracy in off-line post processing
conditions. In the first step, the GPS raw data and the
synchronized stereo sequence of the trajectory is recorded.
Then a post processing tightly coupling optimization is
performed off-line that eventually yields an accurate ego
pose estimations fused with each image pair of the stereo
sequence. After this stage, salient features are extracted from
each image pair. Then, right image features are matched to
the left image of each pair based on the epipolar constraint
which is already known from the stereo calibration. Finally,
we store a regularly sample set of the sequential accurate ego
poses of the vehicle as a reference database mapping of the
trajectory. In Addition, for each such sample we also store the
best left image features descriptors and their associated 3D
landmarks which are estimated by the stereo pairs using the



triangulation method [13]. In order to refine our 3D location
estimation of the landmarks and also the vehicle ego poses,
we employed bundle adjustments [32] optimization off-line
to enhance these accuracies and eventually derive a high
precision map.

A number of feature descriptor types could be used for
localization [8]. Among these, SURF features have shown
to be robust in outdoor environments [33], [2]. For high
robust performance we chose the Upright-SURF (U-SURF)
descriptor [5], [3] which is invariant to scale and to rotations
of the vertical axis. U-SURF provides improved speed and
is robust to rotations of up to +15°.

IV. ONLINE LOCALIZATION

The output of the online localization stage is to sequen-
tially provides the estimated position of the vehicle in real
time based on the reference off-line learned database map.

We divide the localization procedure into six steps, each
step will be individually explained below: A) We first query
the database for relevant m candidates based on a coarse
initial position from the current GPS measurement and the
previous estimation. Note that the GPS reading is used only
for candidates selection. B) We retrieve landmarks in the
immediate vicinity of the current test image and match
them to the landmarks of the m candidates using a fast
approximation with multiple randomized k-d trees [25]. C)
We select the best appropriate reference candidate to be used
for localization estimation procedure based on its matching
score ratio. D) We use the input of the matched landmarks
between the current test and the best-candidate pair to
estimate the epipolar geometry using a recently introduced
robust estimation algorithm called SOREPP [11] that even-
tually retrieves the unscaled relative translation and rotation
matrix. E) We estimate the scale using re-projection error
minimization approach that basically yields the estimated
distance between the two involved images based on the
already known database of 3D points as viewed from the
best-candidate. F) We finally calculate the global position
based on the current relative estimation from SOREPP, the
estimated scale and the known best candidate reference
position.

In the sequel, the current ego pose is defined by a
4X 3 matrix, denoted by ¢;, that consists of the global test
rotation matrix R; and the global test translation vector
t;. Analogously, the global ego pose of the best candidate
from the database is denoted by g, that also consists of the
global candidate rotation matrix R, and the global candidate
translation vector t.. Throughout the rest of the article we
assume poses to be parameterized by 4X3 homogeneous
matrices with 3X3 rotation matrix R and 3X1 translation
vector t.

A. Select Relevant Candidates

For each test frame during the driving, we select the m = 4
closest candidates from the database within a certian radius r
based on the combination of the current coarse GPS reading
and the previous position estimation. Since our testing GPS

Current test pose

Fig. 1. Selecting the best candidate: g; is the current test pose. qi...qa
are the relevant candidates poses which were queried from the data-base in
the vicinity region of the test pose g¢. In this example g2 was selected as
the best candidate, 7 indicates the scale estimation and ¢, is the estimated
relative translation vector.

has a measurement error in the order of few meters, We
choose a radius of r = 15[m] for this selection procedure.
Figure 1 shows the data-base candidates poses q1,...,q4 as
viewed from the vicinity of the test pose ¢.

B. Match Features

We use the U-SURF descriptor as mentioned in Sec-
tion III to match landmarks between the current test image
to each one of the m candidates using a fast approximate
nearest neighbors that is based on the randomized kd-tree
algorithm [25]. This is a common approach of approximate
nearest neighbor search, in which suboptimal neighbors are
sometimes returned. The advantage of this approach is that
it can be orders of magnitude faster than exact search, while
still providing near-optimal accuracy. This approximation is
sufficient for selecting the best candidate.

C. Selecting The Best Candidate

If there is not enough camera motion between two
frames, the computation of the epipolar geometry is an ill-
conditioned problem. Specifically, we would like to select
a candidate ¢; so that there is as largest camera motion
as possible between its position and the current test image
while still being able to match the features. For this reason
we would like to use a candidate selection mechanism
by introducing a two-term energy score function for each
matching image pair. The first term, denoted by W;, is the
mean matching ratio of all the associated matching ratios in
each ¢ test-candidate pair:

1 N
W; = N;wi(k), (1)

where N is the number of correspondences and wj;(k) is
the ratio between the top match distance and the second
best match distance of the k — th correspondence of the
1 test-candidate pair as described in [23]. Specifically, we



would like to select a candidate that particulary has matching
features with low ratios that indicates its quality with respect
to the other candidates. The second term, denoted by D, is
the median of all the disparities distribution of the features in
each ¢ test-candidate pair. We would like to select a candidate
that contains features with high disparities while at the same
time maintains a substantial amount of features. The best
candidate is then given by minimization of:

W,
BestCandidate = arg min { = } , 2)
iel.m | D,

where Wi and DNZ» are the normalized versions of the above
mean ratio W; and median disparities D; of the i test-
candidate pair respectively. The distribution of the features
in the image also has an impact of the selection procedure. A
good candidate to be considered has a uniform distribution
of the features in the image plane and also has features close
to the camera since these feature play an important role for
longitudinal localization estimation. In Figure 1 for example,
candidate go which has the lowest energy score is selected
as the best candidate.

D. Soft Optimization Robust Estimation Based on Pose Pri-
ors

After carefully choosing the best candidate in the pre-
vious section, in this part we aim to robustly estimate the
localization of the vehicle relative to the chosen already
known best candidate position. We follow the work of [11],
called SOREPP (Soft Optimization Robust Estimation using
Pose Priors). This work is a recently purposed estimation
algorithm designed to exploit pose priors. It assumes that,
given a set of inliers, there exists a procedure which can
estimate the parameters of a model that optimally explains
or fits this data. It sparsely samples the pose space around
the measured pose and for few a promising solutions applies
a robust optimization procedure. It uses all the putative
correspondences simultaneously even though many of them
are outliers, yielding a very efficient solution whose runtime
is independent of the inlier fractions.

As mentioned above in Section IV, R, and R; are the can-
didate and test rotation matrices respectively indicating the
vehicle orientation in global coordinate system. In the same
way t. and t; represent the candidate and test translation
vectors respectively indicating the positioning of the vehicle
in same global coordinate system. We define the relative
rotation matrix by R, and the relative translation vector by
t, of the test-candidate pair. Specifically, they can be defined
as follows:

R, = RiRT t, = R.(t; — t.). (3)

We describe the relative translation vector ¢, using polar
coordinates, defining « to be the relative horizontal angle
and 3 to be the relative vertical angle:

o = arctan(t, (x), 1, (y)), )

[ = arcsin (jﬁji) . 5)

We define an auxiliary vector of unknowns s to be
composed of five angles:

s = (Yr,0p,br a0, B)T, (6)

where 1., 6, and ¢,, are the relative heading, pitch and
roll Euler angles respectively that uniquely compose R,.. We
define a M-estimator Gaussian score based on the Sampson
distance [13], which approximates the geometric distance for
every putative correspondence k:

A ),

2
207},

g(k,s) = exp ( (7)
where d(k,s) denotes the Sampson distance for a certain
pose vector s associated with each k correspondence. op
specifically applies the soft thresholding for this score. For
a true relative pose, inliers receive high scores close to 1,
while outliers far away from the model would receive low
scores close to 0.

SOREPP eventually seeks to minimize the following ob-
jection function:

§ = argmin {c ( > plk) (L - g(k, 8))) + (A(S))Q} ,

kEQau

3 ®)
where c is a certain weighting parameter. p(k) is a rough ap-
proximation of the probability of being an inlier. Practically,
it can be defined as the normalized version of the inversely
proportional to the square of correspondence ratios ,w(k),
from the matching procedure of the test best-candidate pair.

That can be calculated as :
g w(k)?
p(k) =1 — =2
Zleﬂau w(Z)Z
The second term A(s) is a regularization term that derives

the Mahalanobis distance between the current pose and the
given prior camera pose Sg:

1

e

9

A(s) (5= 50)T8w0 (s —s0),  (10)
where Y, is a predefined prior covariance matrix of the
camera that contains the expected errors of each parameter.

This objective function (8) combines the minimization of
the Sampson distances for many putative correspondences as
possible while keeping the solution close to the pose prior
so. The minimization can be done using any standard opti-
mization method. In our implementation we use Levenberg-
Marquardt [21]. The SOREPP algorithm is simple and fast,
as well as robust to low inlier fractions and significant pose
noise.

The inputs for the SOREPP algorithm are: 1) the approxi-
mate features correspondence of the test-candidate pair from
Section IV-B and 2) the pose prior sy calculated as the



Fig. 2.
candidate database image (bottom). Numerative correspondence landmarks
indicate a successful matches after SOREPP using our approach, whereas
white correspondence landmarks are the initial approximated correspon-
dences before SOREPP that flagged as outliers

Online Sequence: The current navigation image (top). The best

average between the current GPS measurement pose and the
previous estimated pose. The output will eventually be the
relative pose estimation between the current ego pose of the
vehicle and the best candidate pose i.e. the relative translation
vector ¢, and the relative rotation matrix R,. Figure 2
shows a typical test-candidate pair image. In this example
the numerated correspondences indicate successful matches
after the SOREPP solution, while the white correspondences
indicate the initial approximate features set before SOREPP
that eventually determined them as outliers.

E. Estimating the Scale

In order to obtain the global ego pose of the vehicle, we
have to estimate the geometric scale distance between the
current test position and the known best candidate position
since the estimated translation vector from the previous
Section IV-D, t,, is up to scale. To this end we employ
a re-projection error minimization function that minimizes
the sum of squared distances between the projection of
the already known 3D landmark locations in the world of
the best candidate and their associated features on the test
image plane. Specifically, given the feature correspondences
between the current test image and the best candidate image
and their known associated 3D positions from the mapping
stage, we reproject the 3D positions back to the test image
plane, attempting to minimize the actual error distances
between the estimated pixel positions and their observation

Distance Error [Pixels]

Fig. 3. Histogram of the reprojection errors. The test image landmarks
that have significant contribution to the reprojection equation are marked in
the image by circles. Circle size corresponds to the pixels error level of the
back projection.

positions on the image plane. More concisely, an error
function of the sums of squared back projection errors is
then defined by:

N
E(n):Zgi”F(li?Kvsvn)_Zi)||27 1D
i=1

where z; denotes the pixel locations in the test image, 7
is a standard camera projection function as given in [13]
that takes the already known 3D landmarks points I; =
(X;,Y;, Z;) from the database, the camera intrinsic parame-
ters K, the already estimated relative camera pose vector s
of (6) and the unknown scale 7 and returns its pixel position
on the image plane. (; denotes normalized weights that are
particulary taken as proportional to the landmarks inverse
depthes, 1/Z;. Finally, the absolute scale 1 is optimally
found by minimizing the sum of squared reprojection errors
(11) using the Levenberg-Marquardt algorithm [21], which
iteratively finds a minimum by linearizing the function to
be minimized in the neighborhood of the current estimate.
Figure 3 shows results of the reprojection error estimation
and its calculated histogram for a specific frame.

FE. Global Positioning

The global ego pose of the vehicle is finally obtained by
concatenation of the rotation matrix and translation vector:

q = [Re, 4],

where t; is the global translation vector and R, is global
rotation matrix of the vehicle defined as:

(12)

ty = te +nREt,,
R; = R.R..

V. EXPERIMENTAL RESULTS

13)

A. Setup

We conducted our experiments using our service vehicle
equipped with a mounted stereo cameras rig and a Novatel
SPAN-CPT navigation system that can be shown in Fig-
ure 10. The cameras were configured to acquire 1920X1080
pixels images at 15Hz. For the purpose of analysis and



evaluation, we selected a complex, 4.5km route that contains
a variety of environments, ranging from complex urban to
residential and parklike spaces (See figure 4). The route
includes man-made and natural structures: buildings, traffic
signs, trees, open spaces, and multiple slopes, as well as
moving objects such as vehicles, pedestrians, cyclists, and
motorcyclists. The trajectory makes a loop, meaning that the
vehicle must face all orientations during the trajectory. This
is important in order to test the robustness of our method
to illumination artifacts, such as specularities made by direct
sunlight exposure. Figure 5 shows such an example during
our localization stage.

The route map and ground truth information were obtained
by our Novatel SPAN-CPT navigation system that is capable
of delivering up to several centimetre level accuracy of
the vehicle’s position. This level of accuracy is eventually
obtained using DGPS and an off-line post-processing opti-
mization software that enables tight coupling of the GNSS
and IMU measurements and delivers the most satellite ob-
servations and the most accurate, continuous stable solution
possible.

B. Results

Next we present experiments on real world data to assess
and evaluate our method. To this end the mapping data-base
sequence and the test sequence were recorded in the same
route but at a different time of day.

The ground truth and estimated global localization results
are shown in Figure 4. The storage of the data-base mapping
of 4.5km route requires roughly 250MB. The algorithm is
running at 10Hz which is suitable for standard laptop real-
time requirements.

For evaluating our performance quantitatively and compu-
tationally, we ran our localization algorithm one time with
SOREPP and second time with the 8-Points RANSAC [13]
on the same route. The statistical means and variances of the
associated estimated parameters of the localization results are
summarized in Table I both with SOREPP and the 8-Points
RANSAC. As can be seen our algorithm with SOREPP
achieved accurate localization results of mean lateral absolute
error of 14.35cm and mean longitude absolute error of
18.63cm over a challenging 4.5km route that outperforms
the standard robust estimation with RANSAC.

TABLE I
STATISTICAL RESULTS

SOREPP 8-Points RANSAC
Mean Frame Computation time 0.1213 [Sec] 0.3511 [Sec]
Mean Lateral Absolute Error 14.35 [Cm] 30.65 [Cm]
Mean Longitude Absolute Error 18.63 [Cm] 49.13 [Cm]
Mean Heading Absolute Error 0.357 [Deg] 0.931 [Deg]
STD Lateral Absolute Error 19.07 [Cm] 59.23 [Cm]
STD Longitude Absolute Error 30.69 [Cm] 71.48 [Cm]
STD Heading Absolute Error 0.6919 [Deg] 1.32 [Deg]

Figure 6 shows the estimated longitudinal error histogram
(left) and the estimated latitudinal histogram (right). The
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Fig. 4. The global localization results on a satellite map. The ground truth
trajectory (green) and the estimated trajectory (thin black line that appeared
inside the green line)

estimated longitudinal error corresponds to the part of the
error along the driving direction, whereas the latitudinal
error corresponds to the complementary part of the error
orthogonal to the driving direction.

The orientation estimation of the vehicle achieves mean
heading absolute error of 0.35deg. Figure 7 shows the
sequential heading estimation in each frame of the online lo-
calization compared to their ground truth values. In addition
the heading error is summarized as histogram in Figure 8.

Figure 9 shows a typical result of the on-line localization
system that contains the estimated parameters and illustration
of the estimated vehicle position and orientation on a Google
map.

VI. CONCLUSION AND FUTURE WORK

We have presented a system for vehicle ego pose estima-
tion in urban environment using a single camera. The vehicle
ego pose is localized relative to a previously high precision
data-base map. This map-based localization method doesn’t
suffer from accumulation of errors like visual odometry
methods and can be easily adopted to long range navigation
assignments.

We also use a recently purposed soft optimization robust
estimation method, called SOREPP that utilizes relevant pose
priors for achieving high performance reliable estimation
during the matching procedure utilizing all the correspon-
dence landmarks without depending on their inlier fraction
(like RANSAC-based algorithms). The idea to use such an
approach leads to a very efficient solution whose runtime
is independent on the inlier fractions of the landmarks
matching.

Our on-line localization stage has no dependence on
complex infrastructure, needs no workspace modification or
special stereo calibration and even not highly dependent on
GPS accuracy. It only requires a monocular camera setup, a
standard vehicle GPS and runs on an every day laptop. We



Fig. 5. An example of our method coping with challenging illumination
artifacts made by direct sunlight exposure. Top: The current navigation
image. Bottom: the best candidate from the database. The color numbers
denote the feature correspondences.

evaluate our algorithm on real world data and achieve high
performance real-time accurate promising results.

In particular, our work can be adopted for urban navigation
assignments such as that of traveling a certain predefined
route even in GPS denied situations. For example, assuming
we consider an autonomous vehicle that has to report online
its self position in a certain urban bounded environment. To
this end an accurate map of the entire environment is created
off-line using a service vehicle with high precision navigation
system and calibrated stereo cameras, then incorporating our
method to localize the vehicle with respect to this map.

We believe that future research will be focus on the pos-
sibilities of dropping the dependencies on the GPS positions
using a probabilistic scheme and also develop new methods
to cope with heavy traffic situations that might affect the
performance of the system. Another issue that is opened for
research is how to efficiently reduce the data-base storage
capacity.
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